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ABSTRACT 

Presumptive treatment and self-medication with anti-malaria drugs is a common practice in 

most limited resource settings that hinders proper management of malaria. However, these 

approaches have been considered unreliable due to the unnecessary use of malaria medication 

and untreated diseases that relate to malaria. This study aimed to develop a machine-learning 

model for malaria diagnosis using patients’ symptoms and non-symptomatic features in high 

and low endemic areas of Tanzania. The malaria diagnosis dataset with 2556 patient’s records 

and 36 features was collected in two regions of Tanzania: Morogoro and Kilimanjaro from 

2015 -2019. Machine learning classifiers with the k-fold cross-validation methods were used 

to train and validate the model. To improve the performance of the diagnostic model, important 

features for malaria diagnosis were selected, and it was observed that the ranking of features 

differs among regions and when combined dataset. Significant features selected are residence 

area, fever, age, general body malaise, visit date, and headache. Random Forest and Decision 

Tree algorithms were the best performing classifiers in modelling malaria diagnosis datasets 

and attained 96%, 99% and 98% prediction accuracy for Kilimanjaro, Combined and Morogoro 

dataset respectively. These best-performing classifiers were evaluated using the unseen malaria 

diagnosis dataset and performed well in classifying malaria patients from sick patients. The 

final developed model showed that only a specific combination of features can predict malaria 

accurately. The results of this study revealed that malaria diagnosis using patients’ symptoms 

and demographic features is possible. Also, the study results offer additional knowledge and 

shed light on the state diagnosis of malaria in the country. The developed machine learning 

model enables prediction of patient’s malaria state using symptoms observed and non-

symptomatic features before prescription of anti-malaria drugs. Apart from that the output of 

this study will be a necessary step in designing a malaria diagnosis decision support system 

through the developed model. Furthermore, towards reducing drug resistance, the results of 

this study can be used by the policymakers and the Ministry of Health for better management 

of malaria disease in health facilities and drug dispensing outlets to avoid self-medication and 

presumptive treatment.  
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CHAPTER ONE 

INTRODUCTION 

1.1 Background of the Problem 

Malaria is a disease caused by the plasmodium parasite transmitted by the bite of an infected 

female anopheles mosquito. Malaria remains a substantial public health issue in sub-Saharan 

Africa, accounting for around 1 million fatalities and more than 400 million cases annually 

(SMO, 2020). According to reports, there will be 229 million instances of malaria and 409 000 

deaths from it in 2019, with 94% of these deaths occurring in Africa (WHO, 2020). Tanzania 

accounted for 5% of the world's malaria deaths in 2019, concentrated in 31 nations. (WHO, 

2020; WHO AFRICA, 2018). Although there was a tremendous decrease in malaria death from 

435 000 in 2017 to 409 000 in 2019 globally, malaria cases have increased (WHO, 2019). 

Tanzania reported more than six million (6 000 000) malaria confirmed and presumed cases 

and more than 21 000 deaths which are 5.18% of total death in 2019 (SMO, 2020). Since 

malaria is regarded as treatable and preventable, reducing the burden of illness and fatalities 

while maintaining the long-term goal of eradicating malaria is a global concern. According to 

a National Malaria Control Program, Tanzania has achieved significant strides in the previous 

few decades in ensuring access to malaria control measures, but the nation is stated to be still 

far from its intended goal of eliminating malaria at a large percentage (Group et al., 2017; 

Ngasala & Bushukatale, 2019; SMO, 2020; USAID, 2018). The number of people affected by 

malaria continues to rise, with about two million deaths anticipated yearly despite international 

efforts to combat the disease. Treatment adherence, effectiveness, and clinical care of severe 

malaria cases continue to be severely hampered by the absence of proper diagnosis (Andrade 

et al., 2010). Families living in poverty in rural areas are disproportionately disadvantaged 

when accessing modern health care.  

1.1.1 Global Malaria Burden  

Malaria is one of the most severe issues affecting public health worldwide. In 87 countries and 

territories, people live in locations with a danger of contracting malaria, affecting about half of 

the world's population, as depicted in Fig. 1. According to the World Malaria Report published 

in 2020 by the World Health Organization (WHO), malaria is the top cause of mortality and 

disease in several underdeveloped nations. Thirty-one (31) countries accounted for around 95% 

of all malaria deaths. About 51% of all deaths from malaria in 2019 occurred in just ten 
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countries: Nigeria (23%), the Democratic Republic of the Congo (11%), the United Republic 

of Tanzania (5%), Mozambique (4%), Niger (4%), and Burkina Faso (4%) The African Region 

of WHO is responsible for 82% of all cases and 94% of all deaths worldwide. In 2019, there 

are 46 nations where malaria is a problem, up from 26 in 2000 (WHO, 2019, 2020; WHO 

AFRICA, 2018).  

 

Figure 1:     World map showing distribution of malaria cases in 2021 

Malaria imposes high costs on both individuals and governments in the endemic areas. Drugs 

for treating malaria at home, transportation to and from dispensaries and clinics, missed work 

days or school, preventative measures, and burial costs in the event of death all add up to a 

hefty price tag for individuals and their families in malaria management (Belachew Gutema et 

al., 2011; Kajeguka et al., 2017; Frøkjaer et al., 2012; Marealle & Kirutu, 2018; Mwita et al., 

2019). Public health measures against malaria, such as insecticide spraying or distribution of 

insecticide-treated bed nets, have a cost, as do lost days of work and the income they would 

have generated, as well as the opportunity cost of lost tourists and collaborative economic 

ventures. The annual loss in GDP growth due to direct expenses (such as disease, treatment, 

and premature mortality) has been estimated to be at least 1.3%, or US$ 12 billion (CDC, 2021). 

1.1.2 Malaria in Tanzania 

Tanzania is a country in Eastern Africa, bordered by the great lakes of Victoria to the north, 

Tanganyika to the west and Malawi to the south. It comprises a mainland and the Zanzibar 
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archipelago. More than ninety-three per cent of Tanzania's mainland population is in malaria-

endemic regions. Tanzania ranks seventh among the top ten countries with the highest malaria 

infection and mortality rates (3% of global cases, 13.4% of patients in East and Southern Africa, 

and 4% of global deaths) (WHO, 2019), as shown in Fig. 2. Despite stagnation in case incidence 

between 2015 and 2018, with rates hovering at 122–124 per 1000 of the population at risk, 

deaths decreased by around 4 per cent, from 0.4 to 0.38 per 1000 of those at risk. Recent years 

have shown a rise in the rate of new cases and deaths from them. Over the past few years, 

Zanzibar has seen a steady decline in the number of cases of malaria, and in 2018, the positive 

rate among patients seeking treatment was only 1.3%. Nonetheless, confirmed malaria cases 

rose from 4171 in 2017 to 5146 in 2018, with five deaths attributed to the disease (USAID, 

2018). According to the Tanzania Commission on AIDS, the risk of malaria transmission and 

prevalence in Tanzania varies significantly between 1% and 33%, with an average of around 

10%, as seen in Fig. 3 (SMO, 2020; Thawer et al., 2020).  

The prevalence variation between places and times of the year is affected by climatic and non-

climatic factors (Chirombo et al., 2020). Climatic factors, including temperature, rainfall and 

relative humidity, greatly influence the pattern and levels of malaria (Hagenlocher, 2015; 

Snow, 2005; Rumisha et al., 2019). Non-climatic factors influencing malaria risk include 

vectors, parasite species, host immunity, insecticide and drug resistance, environmental 

development and urbanisation, population movements, and other socio-economic factors, 

including livelihoods. Ninety-three per cent (93%) of mainland Tanzania’s population resides 

in malaria-endemic areas. In 2015, there were estimated to be 7.3 million clinical and 

confirmed cases of malaria reported in the country (Michael & Mkunde, 2017).    

Tanzania ranks seventh among the top ten countries with the highest malaria infection and 

mortality rates (3% of global cases, 13.4% of patients in East and Southern Africa, and 4% of 

global deaths) (WHO, 2019) as shown in Fig. 2.  
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Figure 2:     Malaria cases and death distribution in 2021 

Three types of malaria transmission seasons exist in the country: stable perennial transmission, 

which accounts for 60% of the country, stable malaria transmission (with seasonal variation), 

which accounts for 20% of the country, and unstable seasonal transmission, which accounts 

for about 20% of the country (SMO, 2020). The poorest 46% of the population have the highest 

risk of contracting malaria and progressing to severe cases because of their living conditions 

and lack of access to effective treatment and malaria control measures. Even while the overall 

malaria burden is still relatively high, the recent rise in this number should serve as a wake-up 

call and prompt the creation of innovative methods for controlling the disease. Preventing and 

treating malaria is possible wherever in the world. While the ultimate goal of malaria 

eradication is essential, the immediate objective is to lessen the burden of illness and mortality. 

The frequency of malaria varies throughout regions in Tanzania, as shown in Fig. 3. 

Distribution of malaria cases  

Distribution of malaria cases  
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Figure 3:     Malaria distribution in Tanzania (SMO, 2020) 

According to reports from the National Malaria Control Programme, Tanzania has made 

significant progress over the previous several decades through various programmes and efforts 

to guarantee access to malaria control therapies (National Malaria Control Programme et al., 

2013). Insecticide-treated nets (ITN), indoor residual spraying (IRS), intermittent preventative 

treatment (IPT), and case management, which includes diagnostic tests for patients of all ages, 

are all examples of measures that are being implemented to combat malaria. However, the 

country reportedly has a long way to go before it reaches the planned National Malaria Control 

Programme (NMCP) aim of eliminating malaria by a significant percentage. This is because 

the NMCP relies on accurate health statistics, which are currently lacking (WHO, 2018). 

Therefore, a more robust healthcare infrastructure is essential for precise malaria diagnosis, 

effective treatment, and vigilant monitoring. 

1.1.3 Malaria Cases Management  

Malaria case management, the process of identifying and successfully treating malaria cases, 

remains crucial to malaria control and elimination efforts. The WHO has issued a guideline on 

the diagnosis and treatment of malaria that has to be followed by health professionals in 

managing malaria cases (WHO, 2019; WHO-Guidelines, 2015). The 2014 Tanzania 

Mainland’s National Guidelines for the Diagnosis and Treatment of Malaria aligns with this 

guideline (Group et al., 2017). In malaria-endemic areas, the World Health Organization 

(WHO) recommends that patients with a history of fever or temperature of 37.5 °C who have 

no other apparent explanation should be tested for malaria. The disease should also be 

suspected where it is routinely transmitted (or during the high-transmission period of seasonal 

malaria). Comprehensive parasitological testing of all fever cases may not be cost-effective 
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when malaria prevalence is low. Healthcare providers in these locations should be trained to 

recognise patients who may have been exposed to malaria (e.g., recent unprotected travel to a 

malaria-endemic area) and who present with a fever or a history of fever without an apparent 

reason before ordering a parasitological test. The parasitological diagnosis should be readily 

available when a patient is brought in (within 2 hours). Without a parasitological diagnosis, the 

decision to treat with antimalarials must be based on the probability that the disease is malaria 

(WHO Guidelines, 2015). 

The absence of a definitive diagnosis is a serious obstacle to treatment compliance, efficacy, 

and clinical care of severe malaria cases. The current Malaria Reduction Strategic Plan 

recommends using parasite-based diagnosis with Microscopy Blood Slides (BS) and Malaria 

Rapid Diagnostic Test (MRDT) as part of malaria case management across all health facility 

levels for all age groups and targeted groups (children under five) at the community level 

(2014–2025) (Wang et al., 2019; WHO, 2015). Even though the current diagnostic and 

treatment guidelines have been implemented in public health facilities in most countries, policy 

compliance is still far from ideal, with some malaria diagnoses still based on clinical symptoms 

and inconsistent therapeutic intervention based on test results. In many nations with a high 

incidence of malaria, issues including overdiagnosis, overprescribing of malaria treatments, 

and a lack of malaria medicine stockpiles are well-known issues. For healthcare workers who 

work in rural areas with limited resources, the long-standing practice of treating all fevers as 

malaria has significantly changed with the development of MRDTs. For rapid diagnostic 

testing to be effective, healthcare providers must trust the accuracy of the tests and take action 

based on the findings. By adopting parasite-based testing, healthcare professionals can feel 

more confident diagnosing individuals with malaria (Altaras et al., 2016). Once a diagnosis 

result is established, more information is needed to successfully manage a negative malaria 

diagnosis since parasite-based diagnosis is challenging in most health institutions for reasons 

other than the ineffectiveness of the diagnostic techniques. 

The current policy for treating malaria is that it is better to treat numerous cases of non-malarial 

febrile fever with an antimalarial treatment than to miss one real case in an era when 

antimalarial drugs are cheap and inexhaustible (Nadjm et al., 2010). However, in some regions 

with insufficient resources and diagnostic techniques, malaria has been improperly diagnosed, 

with the widespread belief that each incidence of fever must be caused by malaria (Sapkota et 

al., 2010). Apart from that, people do not visit health centres for diagnosis but rather visit 
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pharmacies (Menard & Dondorp, 2017). Therefore, malaria management needs to upgrade 

disease diagnostic tools and procedures. As a result, a better approach enables correct, concise, 

and quick malaria diagnosis for patients in resource-limited areas. Fever has been the most 

common complaint among outpatient clinic patients, with malaria being a likely cause of such 

febrile diseases.  

In many African countries, malaria is the primary medical diagnosis. However, the low 

specificity of malaria symptoms and signs restricts the accuracy of clinical diagnosis (Reyburn 

et al., 2007). In light of current antimalarial treatment guidelines, it is advised to treat multiple 

episodes of non-malarial febrile illness with an antimalarial drug rather than failing to treat a 

single malaria case (Winskill et al., 2011). The development of a machine learning-based 

approach will aid medical experts in determining whether or not a patient with a negative 

diagnosis is clear of malaria and provide information on other probable conditions the patient 

may be experiencing. In addition, individuals who want to self-medicate should ensure they 

have the condition by having malaria-related symptoms evaluated by the model. Finally, health 

officials require accurate and reliable predictions of the disease's occurrence to contain a 

malaria epidemic effectively.  

Consequently, this research aims to create a machine learning model for detecting malaria 

based on symptoms and non-symptomatic characteristics, such as patient demographic 

information. Patient demographics, symptoms, and test results for malaria were gathered from 

the patient's healthcare records. The collected records were computed under the model's 

specifications to aid in correct diagnosis. 

1.2 Statement of the Problem 

Over 229 million cases and 409 000 fatalities worldwide in over 87 endemic countries 

demonstrate that malaria is still one of the world's worst infectious illnesses (Bria et al., 2021). 

Mortality from malaria is overwhelmingly concentrated in Africa (94% of global deaths), 

which is also the leading cause of illness overall (Caminade et al., 2014). The National Malaria 

Control Programme reports that Tanzania, accountable for 5% of worldwide malaria deaths in 

2019, has made significant progress toward securing the complete elimination of the illness 

through programmes such as countrywide Malaria control programmes, insecticide-treated 

nets, indoor residual spraying and intermittent preventive therapy. Although there have been 

significant advances in both preventing and treating malaria, it remains a severe threat to public 
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health (Dhiman, 2019; Patouillard et al., 2017). Prompt, precise, and appropriate malaria 

diagnosis and quick treatment are paramount for managing malaria. The World Health 

Organization (WHO) recommends conducting a parasitological test on anyone with malaria 

symptoms, regardless of where they are. Public health facilities worldwide have adopted pre-

existing norms for diagnosis and treatment, but enforcing compliance has proven difficult. In 

most impoverished nations, especially rural areas, malaria is diagnosed and managed through 

presumed therapy and self-medication with antimalaria medications (Gosling et al., 2008; UM, 

2016). According to reports, presumptive therapy and self-medication are increasing 

(Ansumana et al., 2013). The existence of massive amounts of patient records has the potential 

to support a wide variety of medical and healthcare support systems, such as, among others, 

clinical decision support, disease surveillance, and population health management, all of which 

are motivated by mandatory requirements and the possibility of improving the quality of 

healthcare delivery and the diagnosis of malaria while reducing costs. 

Despite the tremendous rise in machine learning in tackling social issues, there is a lack of a 

machine learning-based malaria detection model that will leverage patients' symptoms and 

demographic information. Most modern methods for diagnosing malaria rely on studying blood 

smears' microscopic images. The challenge is that not all hospitals have access to the necessary 

technology or trained personnel to interpret these images correctly. It's worth noting that some 

people habitually treat themselves with antimalaria drugs whenever they observe malaria-

related symptoms such as fever.  

1.3 Rationale of the Study 

This study aims to develop a machine learning-based model for malaria diagnosis. While using 

machine learning models to assist malaria diagnosis in previous studies, most of these studies 

focused on analysing microscopic images to help in fast and accurate malaria diagnosis. While 

these are good strategies for accurately diagnosing malaria, presumptive treatment and self-

medication still need to be addressed in properly managing malaria. Development of 

antimalarial drugs resistance, misuse of drugs and untreated friable diseases are a few global 

concerns regarding presumptive treatment and self-medication. Machine learning is the field 

that assesses and learns from data to identify various patterns and assist in making decisions. 

While machine learning is currently being used for other systems, there is potential for the 

technology to do much more in properly diagnosing malaria. The significant benefits of the 

machine learning model for malaria diagnosis are accuracy in learning from datasets and fast 
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and easy prediction of malaria. The developed models would be expected to be used for early 

malaria prediction for patients who have experienced malaria-related symptoms before using 

any antimalarial drugs or when the proper diagnosis is unavailable to avoid unnecessary 

antimalarial drugs.  

1.4 Research Objectives 

1.4.1 General Objective 

The main objective of this study is to develop a malaria machine learning model for the 

prediction of malaria in low and high-endemic areas of Tanzania.  

1.4.2 Specific Objectives 

The following specific objectives were used as a guide towards achieving the main objective: 

(i) To analyse available malaria diagnosis data for model training and validation  

(ii) To develop a malaria prediction model to improve malaria diagnosis in low and high-

endemic areas of Tanzania.  

(iii) To validate the performance of the developed malaria prediction model.  

1.5 Research Questions 

(i) What attributes/variables within malaria patient records can be used to train and 

validate the malaria diagnosis model? 

(ii) What is the suitable model for malaria prediction to improve malaria diagnosis in low 

and high endemic areas of Tanzania? 

(iii) How does a proposed malaria prediction model improve malaria diagnosis in low and 

high endemic areas of Tanzania? 

1.6 Significance of the Study 

This research work's findings will benefit malaria patients, health facilities, the government, 

policymakers, malaria management programmes and the academic world.  Malaria patients can 

confirm their malaria status before self-medicating themselves with anti-malaria drugs 
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whenever they observe malaria symptoms. Health facilities with inadequate diagnostic tools 

can confirm their patient's status before presuming that the cases are malaria. The research 

work will inform malaria treatment policymakers on the regional-specific key features 

significant in malaria diagnosis. More importantly for the government, this work improves 

current knowledge of malaria management programs by demonstrating how sustainable 

machine learning can be accommodated in malaria diagnosis. This research work also paves 

the way for developing an artificially intelligent tool that will be used for malaria prediction in 

the absence of proper testing tools in health facilities and in events of self-medication among 

malaria patients.  Apart from that, this research work is expected to inspire other researchers to 

look into and enhance the diagnosis of other diseases in the country using machine learning.  

1.7 Delineation of the Study 

This study focuses on using machine learning to assist in diagnosing malaria. Machine learning 

is a branch of artificial intelligence based on the idea that the system/computer can learn from 

data to identify patterns, predict future events and make decisions with minimal human 

intervention without being explicitly programmed. The algorithms use statistical analysis to 

predict output and update results as new data becomes available. The programmer does not 

directly provide machine learning instructions. Thus, the study aimed to construct a machine-

learning model to fit the given dataset. The programs designed had to perform a repetitive 

feature and model selection process and modify various algorithm parameters to obtain a robust 

model for malaria diagnosis. Model development in this study was defined as taking data 

collected from patients' records, analysing them and using results to predict the future patient's 

state of malaria based on the symptoms and non-symptomatic factors presented.   

The malaria diagnosis features are defined are the variables presented by the patient. For this 

study, two features identified include malaria-related symptoms presented or observed by the 

patient and non-symptomatic factors such as the patient's demographic information. A patient 

indicated in this study is a person who has observed malaria-related symptoms such as 

headache and fever and is ready to seek treatment.  
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CHAPTER TWO 

LITERATURE REVIEW 

2.1 Introduction 

This chapter discusses and reviews various theories relating the malaria diagnosis and machine 

learning models. The chapter also describes the related studies on machine learning for malaria 

diagnosis, including the research gap in this study. Finally, the conceptual framework to guide 

the study was developed and discussed. The overall goal of this chapter is to understand the 

concept of malaria diagnosis, self-medication, and machine learning and create a relationship.  

2.2 Conceptual Definitions  

2.2.1 Malaria Disease 

Malaria is a parasitic disease. Humans contract the parasite from the bites of mosquitoes 

carrying the disease (Barber et al., 2017; Lozano et al., 2020). Malaria patients frequently 

experience severe illness, including high fever and chills (Sanchez et al., 2020). The disease is 

brought on by parasites called Plasmodium. Female Anopheles mosquitoes are malaria vectors 

responsible for transmitting these parasites to humans through their bites. Five (5) different 

parasite species can infect people, but the most dangerous ones are Plasmodium falciparum and 

Plasmodium vivax (SMO, 2020; WHO, 2019). Malaria is a severe, rapidly progressing fever. 

After being bitten by an infected mosquito, it typically takes between 10 and 14 days for 

symptoms to manifest in a person who is not immune. Malaria presents first with fever, 

headache, and chills, although these symptoms may be mild and hard to identify. Malaria 

caused by P. falciparum, if left untreated for more than 24 hours, can cause severe sickness and 

even death. 

2.2.2 Resource-Poor Country, Area, Settings  

Resource-poor countries and regions only have access to minimal equipment, supplies, and 

personnel when treating patients with life-threatening illnesses. Three levels of resource 

scarcity have been identified by researchers (Geiling et al., 2014; Yapa & Bärnighausen, 2018): 

absence of resources, limited resources, and limited resources with potential referral to higher 

care capability. The majority of developing nations, particularly those in sub-Saharan Africa, 

are resource-poor (Barber et al., 2017; Clair et al., 2017; Yapa & Bärnighausen, 2018) 
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2.2.3 Disease Diagnosis 

Diagnosis refers to determining the nature of a health problem by examining a patient's 

symptoms (Zimmerman & Howes, 2015). Hawkes and Kain (2014) state that diagnosis aims 

to determine the presence and nature of a disease, ailment, or damage by observing the patient's 

signs and symptoms. Diagnosis may involve the patient's medical history, a physical 

examination, and several testing (such as blood work, imaging studies, and biopsies). For 

example, patients are examined to see if they have been infected with malaria. There are three 

different ways malaria can be diagnosed: through a microscopic examination, a quick 

diagnostic test, or a clinical evaluation (Prevention, 2019). Clinical diagnosis is based on the 

patient's symptoms and exam results. Therefore, clinical diagnosis is based on the patient's 

symptoms and exam results.  

2.2.4 Clinical Diagnosis 

A patient's symptoms and physical examination results form the basis of a clinical diagnosis 

(Tangpukdee et al., 2009). Fever, headache, weakness, myalgia, chills, dizziness, abdominal 

discomfort, diarrhoea, nausea, vomiting, anorexia, and pruritus are some of the early symptoms 

of malaria, which are pretty general and changeable (CDC, 2021; Tangpukdee et al., 2009). 

Malaria parasites can be recognised microscopically by spreading a drop of the patient's blood 

out as a "blood smear" on a microscope slide. Parasites in a specimen are given a unique look 

by staining it (often with the Giemsa stain) before it is examined. This method is still the most 

reliable for diagnosing malaria in the lab. However, the results will vary according to the calibre 

of the laboratory's reagents, microscope, and technicians (Kumar et al., 2021). Rapid diagnostic 

tests for malaria rely on detecting specific antigens made by the parasite that causes the disease. 

Therefore, parasite density is a crucial criterion in monitoring a patient undergoing treatment 

for severe malaria. However, the tests are not quantitative, and the association between antigen 

concentration and parasitaemia is not well known (Gillet et al., 2011; Mouatcho et al., 2013). 

2.2.5 Self-Medication/ Self- Treatment 

The World Health Organization (WHO) defines self-medication as the use of medications to 

treat diseases or symptoms that one has self-diagnosed or the use of prescribed medication on 

an as-needed basis to address chronic or recurrent sickness or symptoms (Alghanim, 2011). 

Taking medicines or drugs to cure a problem without consulting a doctor is known as self-

medication or self-treatment (Barber et al., 2017; Lozano et al., 2020). People who self-
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medicate use substances to lessen the adverse effects of their mental illness or its treatment 

(Ansari, 2018). Self-medicate is using medication for one's diagnosis and treatment without 

consulting a medical professional (Alefan & Halboup, 2016). Misuse of OTC medications, 

using many medicines at once, and using home remedies for potentially life-threatening 

disorders are all examples of how self-treatment can go wrong and lead to incorrect diagnoses 

or even the concealment of health issues (Ansumana et al., 2013; Gil-Rivas & McWhorter, 

2013; Sundram & Pereira, 2007). To self-medicate is to choose and utilise medication 

(including herbal and traditional remedies) to cure one's perceived health problems. 

2.2.6 Presumptive Treatment  

Periodic Presumptive Treatment (PPT) refers to the standard delivery of presumptive treatment 

(Population Council & WHO, 2008). Presumptive treatment treats patients with clinical 

suspicions before or without confirmation of laboratory findings (Graz et al., 2011). 

Presumptive therapy is giving antimalarial medicine to someone who may have malaria before 

they have been tested or before blood tests can be performed (Graz et al., 2011; Nadjm et al., 

2010; WHO, 2019a). Individuals or populations at high risk of disease may receive one-time 

"presumptive treatment," in which they are given medication to combat an infection based on 

the assumption that they have it. For example, if malaria is suspected but a definitive diagnosis 

cannot be made, the situation is called an assumed case.  

Additionally, intermittent presumptive treatment (IPT) manages malaria among pregnant 

women. Pregnant women can benefit from this method, which entails dosing them with a 

curative dose of an efficient antimalarial medicine at regular intervals during their pregnancies. 

Plasmodium falciparum malaria is particularly harmful to pregnant women; hence IPT was 

initially implemented in high-transmission areas (White, 2005; Yeung & White, 2005). 

Antimalarial medication should be administered based on clinical suspicion in areas where a 

parasitological diagnosis is not feasible. Any patient presenting with a history of fever or 

temperature of 37.5 °C in a malaria-endemic area should be evaluated for malaria. If a child 

has palmar pallor or a haemoglobin level of 8 g/dL or less and lives where malaria transmission 

is consistent (or during the high-transmission phase of seasonal malaria), then malaria should 

be considered. Many areas of sub-Saharan Africa and some of Oceania are considered high-

transmission settings. 
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2.2.7 Machine Learning 

To discover patterns and generate meaningful classifications based on the correlation of each 

variable with the disease outcome, machine learning methods employ algorithms based on 

statistical assumptions and mathematical principles (Lee et al., 2021; Morang’a et al., 2020). 

It is a subfield of AI that seeks to automate as many mundane tasks as possible by teaching 

computers to learn from data and spot patterns independently (Dash et al., 2021). In data 

science, the choice of the algorithm relies on the nature of the data being predicted. The 

methods by which a classical machine learning algorithm improves its predictive abilities are 

commonly used to classify the field. There are four primary machine learning methods: Data 

scientists employing supervised machine learning provide algorithms with labelled training 

data and identify the variables they want the computer to examine for correlations. 

Unsupervised learning is a subfield of machine learning in which algorithms are trained using 

unlabelled data rather than labelled data. The programme searches all of the data to find 

patterns. Semi-supervised learning is a machine learning strategy that combines deterministic 

and nondeterministic training data and presents prediction or recommendation output (Jiang et 

al., 2017). In other cases, data scientists only use labelled training data to feed an algorithm. 

The model may still independently investigate the dataset and grow its knowledge of it (Jiang 

et al., 2017); semi-supervised learning is the approach to machine learning involving a mix of 

the two preceding types. Data scientists may feed an algorithm mostly labelled training data. 

However, the model is still free to explore the data independently and develop its understanding 

of the data set (Davenport & Kalakota, 2019) and Reinforcement learning, which data scientists 

use to train computers to carry out complex tasks following previously established principles. 

Algorithms can be trained by data scientists who provide them with positive and negative 

reinforcement as the algorithms determine how best to carry out their tasks. However, the 

algorithm typically makes autonomous decisions about what to do next (Uddin et al., 2019).  

2.3 Theoretical Literature Review 

Machine learning methods employ statistical assumptions and mathematical principles to 

classify data and predict disease outcomes (Lee et al., 2021; Morang’a et al., 2020). These 

machine-learning models enhance the quality of care provided to patients by medical 

professionals (Liang et al., 2017; Sriporn et al., 2020). Following these guidelines will help 

ensure that your machine-learning model produces reliable results. Methods and theories for 

creating machine learning models in general and healthcare-oriented models, in particular, are 
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discussed below. Machine learning models are typically developed using these standard 

procedures: problem definition, data identification, data cleaning and pre-processing; model 

construction; model evaluation; model improvement; model validation (Chen et al., 2019).  

2.3.1 Problem Definition 

Defining the problem and a prediction task is the first step in developing a machine learning 

model. A successful machine learning model in healthcare is expected to impact patient care 

by providing actionable insights. This step aims to understand the requirement and the problem 

that needs a solution before attempting to code it. The best approach to problem definition is 

to understand the project's objective. Secondly, reshape the obtained knowledge to define the 

problem. Lastly, formulate an opening plan for attaining the goals of the project. 

The primary goal of this study is to create a machine learning model that can determine if a 

patient has malaria or not based solely on their symptoms, non-symptomatic factors like the 

patient's demographics and travel history. The aspect of a dataset you want to understand more 

thoroughly is its target variable. A supervised machine learning method uses previous data to 

identify patterns and find connections between the goal and other elements of your dataset. 

Whatever the input variables' outcome, that is what the target is. In the case of a classification 

problem, it might be the specific classes to which the input variables might be mapped or the 

possible range of output values in the case of a regression problem. The aim is the training 

output values that will be taken into account if the training set is taken into account. The aim 

variable in creating a machine learning model for diagnosing malaria is diagnostic, which can 

be either positive or negative. The patients' demographic data (residence area, age, and sex), 

malaria-related symptoms, and diagnosis outcome are the input data or variables for the malaria 

diagnosis model. These data points were gathered based on the information provided by 

individuals when they visit a healthcare facility and request treatment for symptoms associated 

with malaria. In the other research, the same characteristics were likewise used to control 

malaria (Baltzell et al., 2019; Bria et al., 2021). We are addressing a classification issue in this 

study. A supervised learning method, a classification task, allows the computer programme to 

learn from the data and generate new observations or classifications (Sarkar et al., 2018).  

2.3.2 Data Identification and Collection 

This is the first natural step toward developing a machine-learning model and collecting the 

data. This critical step will cascade into how good the model will be. The more and better data 
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collected, the better the model can perform. For example, the dataset used to build a malaria 

diagnosis model was created from scratch using malaria patients' records. These records were 

collected from the patient's files in the health facilities. The records were collected using a 

designed form to mirror the information about patients visiting the health facility with malaria-

related symptoms. 

2.3.3 Data Cleaning and Pre-Processing 

Data preparation consists of cleansing, augmentation, normalisation, aggregation, 

transformation, and labelling. This step involves pre-processing data by eliminating, 

normalising, error corrections, and removing duplicity.  

2.3.4 Machine Learning Model Development 

This step aims to achieve close to 100% accuracy in the model's performance. The fit of the 

algorithm, the completeness of the feature set, and the sufficiency of training data are the three 

main components determining machine learning models' accuracy. The modelling process is 

repeated until the required accuracy is achieved or progress has stalled. 

The first step in creating a model is to decide on an appropriate algorithm. The algorithm is 

used to develop or train the model using the training data. A good model that can become a 

good business tool requires the correct algorithm for a given machine-learning problem. This 

study uses the most common supervised machine learning classifiers to build a malaria 

diagnosis model (Uddin et al., 2019). The popular machine learning classifiers for disease 

diagnosis are Logistics Regression (LR), K-Nearest Neighbour (KNN), Support Vector 

Machine (SVM), Decision Tree (DT), and Random Forest (RF), which were used in the model 

development (Ibarra et al. 2021). These algorithms were adopted since they have proven to 

work best with healthcare datasets, as shown in other studies done by Aminu et al. (2016), 

Ghumbre and Ghatol (2012), Iyer et al. (2015), Laghmati et al. (2019), Mishra et al. (2019), 

Mohan et al. (2019), Priyadarshini et al. (2014), Ritthipravat, (2009), and Sengar et al. (2020). 

Logistic Regression, also known as LR, is a method for supervised classification that is both 

reliable and widely used. It is possible to think of it as an extension of regular regression. The 

sole variable it can model is a dichotomous one, which typically indicates the occurrence or 

non-occurrence of an event. This approach aims to determine the likelihood that the newly 
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created instance belongs to a specific class. Since it is a probability, the result is between 0 and 

1 (Swaminathan et al., 2017; Ullah et al., 2019).  

The K-Nearest Neighbour (KNN) technique can be used. Researchers from other fields worked 

together to develop this method. D = xi | I = 1,..., N where xi _Rd is the ith data point as the 

input to the method. For the initial step of the algorithm, a cluster of k points is chosen in Rd. 

Initial seeds can be selected using various techniques, such as random sampling, clustering, 

and perturbing the global mean of the data k times (Krishnani et al., 2019; Patil et al., 2018).  

The Support Vector Machine (SVM) algorithm can classify linear and non-linear data. It 

usually starts by mapping each data item into an n-dimensional feature space, where n denotes 

the number of features. The hyperplane that separates the data items into two classes is then 

described, with the marginal distance for both types best realised and classification errors 

significantly reduced (Krishnani et al., 2019; Ibarra et al., 2021; Ullah et al., 2019).  

Decision Tree (DT) is one of the earliest and most prominent machine learning algorithms. A 

decision tree models the decision logic, i.e., tests and corresponds to outcomes for classifying 

data items into a tree-like structure. The nodes of a DT tree typically have multiple levels where 

the first or top-most node is called the root node, as shown in Fig. 4. All internal nodes (i.e., 

having at least one child) represent tests on input variables or attributes. Depending on the test 

outcome, the classification algorithm branches toward the appropriate child node, where the 

process of examination and branching repeats until it reaches the leaf node. The leaf or terminal 

nodes correspond to the decision outcomes. Decision Trees have been found easy to interpret 

and learn quickly and are a common component of many medical diagnostic protocols. When 

traversing the tree for sample classification, the outcomes of all tests at each node along the 

path will provide sufficient information to conjecture about its class (Krishnani et al., 2019; 

Saranya & Pravin, 2020; Swaminathan et al., 2017).  

A Random Forest (RF) is a type of ensemble classifier made up of numerous Decision Trees 

(DTs), just as a forest is a collection of many individual trees. When DTs are allowed to grow 

exceedingly deep, it is common for the training data to overfit, which leads to a high degree of 

variation in the classification results for a given level of change in the input data. In addition, 

they are biased by their training data, which makes them susceptible to errors when applied to 

the test dataset (Azar et al., 2014; Chen et al., 2019; Iyer et al., 2015). 
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Figure 4:     Decision tree description 

2.3.5 Model Evaluation 

Evaluation of the performance of a classification model is based on the counts of test records 

correctly and incorrectly predicted by the model. Each model was evaluated with variable sets 

of features selected by the different feature selection algorithms. In addition, models were 

evaluated using prediction accuracy for classification problems (being malaria positive or 

negative). Therefore, the confusion matrix provides a more insightful picture of the 

performance of a predictive model and which classes are being predicted correctly and 

incorrectly, and what type of errors are being made. This illustrates how the four-classification 

metrics are calculated (True Positive (TP), False Positive (TN), False Negative FN, True 

Negative (TN)), and the predicted value compared to the actual value as shown in Table 1.  

Classification accuracy, AUROC (Area Under the Receiver Operating Characteristics), 

Precision, Specificity, Sensitivity/recall, and F1 score were used as evaluation matrices for this 

study.  

Table 1: Confusion matrix 

 Actual Value 

Positive Negative 

Predictive Value Positive TP (True Positive) FP (False Positive) 

Negative FN (False Negative) TN (True Negative) 

Note:  

• True Positive – Observation is positive and is predicted to be positive  

• False Positive - Observation is negative but is predicted to be positive   

• True Negative - Observation is negative and is predicted to be negative 

• False Negative - Observation is positive but is predicted to be negative 
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Classification accuracy is the percentage of correctly predicted cases relative to all examined 

examples. How many correct predictions were made close to the total number of input samples. 

For instance, the expense of misdiagnosing a rare but fatal condition far outweighs the cost of 

sending a healthy person for additional tests. 

Area Under the Receiver Operating Characteristics (AUROC) as evaluation metrics for 

checking the classification model’s performance tells how much the model can distinguish 

between classes. Higher the AUC, the better the model predicts 0s as 0s and 1s as 1s. Generally, 

it plots True Positive Rate (TPR) against False Positive Rate (FPR). This curve generates two 

essential metrics: sensitivity and specificity. The other metrics used are Sensitivity/ recall (true 

positive rate), which corresponds to the proportion of positive data points that are correctly 

considered as positive concerning all positive data points, and Specificity (false positive 

rate) corresponds to the ratio of negative data points that are mistakenly considered as positive, 

concerning all negative data points, Precision is the number of correct positive results divided 

by the number of positive results predicted by the classifier, and F1 score is the harmonic mean 

between precision and recall. It measures the accuracy of tests and directly indicates the 

model’s performance. The range of the F1 score is between 0 to 1, with the goal being to get 

as close as possible to 1.  

2.3.6 Model Validation 

When a trained model is assessed using a testing data set, this process is referred to as model 

validation in machine learning (Wang & Zheng, 2013). Separate from the data used for training, 

the testing dataset is used to evaluate the model's performance. The main reason for utilising 

the testing dataset is to evaluate the trained model's generalisation capacity. As shown in Fig. 

5, after training a model, it must be validated to determine which one provides the best results. 

Validation of a model ensures the accuracy of its results by comparing them mathematically 

and logically with the actual output. There are two primary methods for achieving model 

validation: (a) in-sample validation, in which validation is conducted on data from the same 

dataset used to construct the model, and (b) out-of-sample validation, in which validation is 

conducted on data from a new dataset that was not used to construct the model (Gill, 2022).  
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Figure 5:     Machine learning model validation process (Datatron, 2022) 

2.4 Empirical Literature Review 

2.4.1 Malaria Diagnosis and Presumptive Treatment of Malaria 

Malaria shares similar symptoms with other febrile diseases such as dengue fever, typhoid 

fever, common cold, respiratory tract infection, dyspepsia, and pneumonia (Abba et al., 2011; 

Crump et al., 2017; Nadjm et al., 2010). Parasitological tests, like microscopic and rapid 

diagnostic tests (RDT), are the recommended and standard tools for diagnosing malaria (WHO, 

2018, 2019, 2020). On the other hand, in regions where parasitological testing for malaria is 

not easily accessible, the difficulty of malaria diagnosis may lead to incorrect diagnoses, 

overdiagnoses, and unsuitable presumptive treatments (Gosling et al., 2008; Graz et al., 2011; 

Isiguzo et al., 2014; Maro et al., 2011; UM, 2016). As specified by WHO, in situations such as 

rural areas where there is no parasitological test available within 2 hours of presenting for 

treatment in medical centres, medical doctors can provide a prognosis using a clinical 

examination and physical examination to treat suspected patients (WHO, 2019; WHO-

Guidelines, 2015). Consequently, suspected patients would be presumptively treated. Among 

medical professionals, a clinical diagnosis of malaria is customary. This technique is the most 

common because it is also the most affordable. Presumptive treatment is a clinical diagnosis 

based on physical examination findings and the patient's signs and symptoms. Early signs of 

malaria include fever, headache, bodily weakness, chills, dizziness, abdominal discomfort, 

diarrhoea, nausea, vomiting, anorexia, and pruritus. These early signs are also highly 

nonspecific. Due to inadequate awareness of significant malaria symptoms (other than 

shivering, fever, and sweating) and non-malaria-related variables, the clinical diagnosis of 

malaria is susceptible to misdiagnosis (Bria et al., 2021). In addition, presumptive treatment 

could increase the use of unnecessary anti-malarial drugs, which have side effects and increase 

the spread of drug resistance (Budimu et al., 2020; Gosling et al., 2008; Hertz et al., 2019).  
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2.4.2 Self-Medication  

Apart from that, there is a significant tendency for self-treatment/medication with over-the-

counter medication when malaria-related symptoms are observed. Based on the studies done 

in Tanzania, it was observed that drug-dispensing shops still sell non-prescription drugs 

frequently, although it is advised that the anti-malarial medications should be administered 

after a parasitological confirmation of the disease dispense prescription-only treatments 

(Michael & Mkunde, 2017; Ndomondo-Sigonda et al., 2005). This could lead to disease 

mismanagement, drug resistance, and drug shortage (Grobusch & Schlagenhauf, 2019; Mboera 

et al., 2007; Metta et al., 2014; Mwai et al., 2009; Wang et al., 2019). General public awareness 

on the impact of self-medication and improvement of health services provision is one of the 

ways that self-medication can be eradicated in the society. With the emergence of technology 

such as mobile phones and artificial intelligence, development of tools that can assist in disease 

management in the manner that suits the general population can be a more feasible way to 

eradicate self-medication. In the efforts to eliminate these issues, the government of Tanzania 

has established a “not every fever is Malaria” campaign, which aims to educate people that not 

every fever episode experienced is a malaria case (Baltzell et al., 2019) since there are other 

diseases such as typhoid, dengue, chikungunya, and urinary tract infections that present the 

same symptoms as malaria (Goodyer, 2015). The significance of these issues was a substantial 

drive to develop a malaria prediction model using patients’ symptoms and demographic 

information. In addition, machine learning techniques have been used as tools for predicting 

the risk of diseases such as heart disease, diabetes, brain stroke, liver, thyroids disease, and 

brain cancer (Dwyer et al., 2018; Habib et al., 2018; Kim et al., 2021; Kim et al., 2019; Mishra 

et al., 2019; SirSat et al., 2020; Priyadarshini et al., 2014; Rao & Renuka, 2020). 

2.4.3 Machine Learning for Disease Diagnosis  

This section shows studies on how machine learning has been employed in different disease 

management. Machine learning has been used to detect whether a person is suffering from 

cardiovascular disease by considering certain attributes like chest pain, cholesterol level, age 

of the person and some other attributes. The study by Garg et al. (2021) and Karthick et al. 

(2022) used ML classifiers using patients' symptoms and features to detect the risks of heart 

disease among patients. In these studies, RF and KNN attained good classification accuracy. 

Most of these studies focused on using machine learning to identify risk factors and prediction 

of early signs of the disease (Bhatt et al., 2023; Chang et al., 2022; Karthick et al., 2022; 
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Nagavelli et al., 2022; Nandal et al., 2022). The studies by Ganiger and Rajashekharaiah 

(2018), Kasturiwale et al. (2022) and Yuan et al. (2022) developed predictive models for 

diagnosing and forecasting chronic diseases. Apart from that, studies by Imran et al. (2019), 

Imran et al. (2019), Nithya et al. (2020) and Walse et al. (2021) used machine learning to 

classify kidney patients. The algorithms showed great performance in classifying kidney 

patients from healthy ones. Cancer is another disease that researchers have used machine 

learning models to manage the disease. In the study by Ma and Karki, (2020) through machine 

learning, they were able to classify skin lesions between benign and melanoma using different 

machine learning techniques. Radhika et al. (2019) used preliminary symptoms to predict lung 

cancer patients. Machine learning techniques have been used as tools for predicting the risk of 

diseases such as heart disease, diabetes, brain stroke, liver, thyroids disease, and brain cancer 

(Dwyer et al., 2018; Habib et al., 2018; Kim et al., 2021; Sirsat et al., 2020; Priyadarshini et 

al., 2014; Rao & Renuka, 2020). Machine learning techniques in these studies successfully 

predicted and classified diseases, proving that machine learning can also be used to classify 

malaria patients.  

2.4.4 Machine Learning for Malaria Diagnosis 

Malaria, like any other disease, has harnessed the power of machine learning to manage the 

disease from diagnosis, risk analysis, and disease outbreak prediction. Machine learning has 

been utilised in malaria diagnosis from diagnostic tools to predict illness using patient 

symptoms and indicators. Malaria research has been conducted over the last decade in the areas 

of diagnostic testing, malaria Rapid Diagnostic Test (mRDT), and microscopy, specifically the 

automation of these techniques (Brown et al., 2020; Dharap & Raimbault, 2020; Ford et al., 

2020; Ravalji et al., 2020; Shekalaghe et al., 2013). These studies elicited how machine 

learning can assist in reading microscopic blood smear images to diagnose malaria and 

automate the complete blood count. This test screens for infection in the blood. The 

performance of machine learning in the automation of these tools has improved, and classifier 

prediction accuracy has shown potential (Fuhad et al., 2020; Lee et al., 2021; Lozano et al., 

2020; Masud et al., 2020).  

Despite the promising results of these studies unavailability of a microscope and mRDT in 

some health facilities in constrained areas and the self-medication behaviour of some of the 

patients (Barber et al., 2017; Bibin et al., 2017; Madhu, 2020; Muthumbi et al., 2019; 

Rajaraman et al., 2018, 2019) remain the major challenge. On the other hand, several machine-
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learning studies have used malaria symptoms, signs, and patient information to diagnose 

malaria. For example, the study done by Bria et al. (2021) used malaria symptoms and non-

symptom factors to diagnose malaria. It showed potential good prediction accuracy if the 

combined significant features were identified. However, this study focused on showing the 

significance of the features in predicting malaria but failed to develop the model.  Furthermore, 

other studies that used malaria symptoms to diagnose malaria used data mining techniques such 

as rule-based classification, which is considered weak in classification (Bbosa et al., 2016; 

Oguntimilehin et al., 2015). In Tanzania, most of the studies have been done in diagnostic 

testing (RDT and microscopy (Mpapalika & Matowo, 2020; Mwanga et al., 2019). The 

summary of the studies that used machine learning to diagnose malaria is shown in Table 2.  
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Table 2:     Summary of machine learning models for malaria diagnosis 

Model Name Purpose of the Model Model Classifiers Reference 

The machine learning model for predicting 

malaria using clinical information 

To predict malaria using 

parasite case reports 

 

Support vector machine, random 

forest (RF), multilayered perceptron, 

AdaBoost, gradient boosting (GB), 

and CatBoost 

Lee et al. (2021) 

Predicting malaria epidemics in Burkina Faso 

with machine learning 

To forecast the case rate of 

malaria cases for mitigation 

purposes.   

Gaussian Process and Random 

Forest 

Harvey et al (2021) 

Machine learning approaches classify clinical 

malaria outcomes based on haematological 

parameters 

To classify malaria outcomes 

based on Haematological 

parameters. 

Artificial Neural Networks Morang’a et al. (2020) 

Malaria detection using machine learning 

 

To detect malaria parasites 

using automated image 

analysis 

Support Vector Machine, Deep 

Transfer Learning and  

Conventional Neural Network 

Kb et al. (2021) 

Automated detection of malaria parasite 

Using Deep Learning Algorithms using 

microscopic images  

To use a deep learning 

algorithm to learn 

microscopic images 

Artificial Neural Network (ANN),  Fuhad et al. (2020), Kumar et 

al. (2021), Masud et al. (2020), 

Pan et al. (2018), Sriporn et al. 

(2020), Yang et al. (2019), 

Diagnosis of malaria using patients’ 

symptoms and signs  

To use malaria symptoms and 

signs to diagnose malaria 

 

Support Vector Machine, K- Nearest 

Neighbour, Decision Tree, Random 

Forest and Naïve Bayes   

Bbosa et al. (2016), Bria et al. 

(2021), Chandramohan et al. 

(2002), Mariki et al. (2022) and 

Sapkota et al. (2010) 
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2.5 Research Gap 

From the review showed that using machine learning to classify malaria patients using clinical 

symptoms and non-symptomatic features is a feasible approach since a similar approach has 

been successfully applied to other diseases. Even though there is a potential in using machine 

learning to predict malaria, there are some research gaps that this study is going to cover. Based 

on the review of previous studies on the use of machine learning for malaria diagnosis using 

patients' symptoms and non-symptomatic features, it has been identified that using only 

patients' symptoms cannot successfully classify malaria patients. Combining the patient's 

symptoms and non-symptomatic features is essential for accurately predicting malaria. Many 

studies also focused on automating malaria diagnostic tools such as microscopes. Still, the 

challenge is that some of these health facilities don’t have this equipment and self-medication 

behaviour is common among patients. Also, using one machine learning classifier does not 

give satisfactory predictive power. Using combined machine learning algorithms will give the 

proposed model better predictive accuracy. The malaria diagnosis dataset used in this study is 

a unique dataset that covers the whole treatment procedure of the patient which makes it a good 

suit for clinical prediction of malaria. Therefore, there is a need to develop a machine-learning 

model using patients' symptoms and demographic features for malaria diagnosis in resource-

poor countries like Tanzania. This study aimed to fill this vital gap in malaria research in 

Tanzania since the country has unavailable diagnostic tools in remote settings, and self-

treatment is increasing over time.  

2.6 Conceptual Framework of the Study 

Figure 6 summarises all the components of the study's conceptual framework. The study started 

with data collected from malaria patients’ files using a designed form. Then pre-processing of 

data, including data cleaning and transformation of variables, was performed. The modelling 

process started by screening features to be used in model development. The Important Features 

obtained were used in the next step of model development, where the performance of all the 

selected classifiers was evaluated. Finally, the classifiers used during model development were 

tested with a new dataset. 
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Figure 6:     Conceptual framework for the study 
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CHAPTER THREE 

CHARACTERISATION OF MALARIA DIAGNOSIS DATA IN HIGH AND 

LOW ENDEMIC AREAS OF TANZANIA 

3.1 Abstract 

Malaria remains a significant cause of morbidity and mortality, especially in the Sub-Saharan 

Region. Malaria is considered preventable and treatable; however, malaria has increased 

outpatient visits, hospitalisation, and death worldwide in recent years, with about 9% 

prevalence in Tanzania. With the massive number of patient records in the health facilities, this 

study aims to understand the key characteristics and trends of malaria diagnostics symptoms, 

testing and treatment data in Tanzania's high and low endemic regions.  

This is a retrospective study with two phases designed. The primary data were collected from 

four facilities in two regions, i.e., Morogoro (high endemic) and Kilimanjaro (low endemic), 

Tanzania. Firstly, malaria patient records were extracted from malaria patients’ files from 2015 

to 2018.  Data collected include: (a) the patient's demographic information, (b) the symptoms 

presented by the patient when consulting a doctor, (c) the tests taken and results, (d) diagnosis 

based on the laboratory results and (e) the treatment provided. Apart from that, we surveyed 

patients who visited the health facility with malaria-related symptoms to collect extra 

information such as travel history and the use of malaria control initiatives such as insecticide-

treated nets. A descriptive analysis was generated to identify the frequency of responses. 

Correlation analysis Random effects logistic regression was performed to determine the 

association between malaria-related symptoms and malaria positivity. Significant differences 

of p < 0.05 (i.e., a confidence interval of 95%.) were accepted.  

Of the 2556 records collected, 1527 (60%) were from the high endemic area, while 1029 (40%) 

were from the low endemic area. The most observed symptoms: for high endemic facilities 

were fever followed by headache, vomiting and body pain; for common endemic facilities, 

were high fever, sweating, fatigue and headache. A male with malaria symptoms had a higher 

chance of being diagnosed with malaria than a female. Most patients with fever had a high 

probability of being diagnosed with malaria. From the interview, 68% of the patients observed 

with malaria-related symptoms treated themselves without proper diagnosis. The malaria 

diagnosis data indicate that proper malaria diagnosis is a significant concern. The majority still 

self-medicate with anti-malaria drugs once they experience any malaria-related symptoms. 
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Therefore, future studies should explore this challenge and investigate the potentiality of using 

malaria diagnosis records to diagnose the disease. 

3.2 Introduction 

Globally, according to WHO’s malaria report 2021, there is an estimated increase in malaria 

cases from 227 million in 2019 to 241 million in 2020, with most of this increase coming from 

countries in the WHO African Region (Chacko, 2021; WHO, 2022). In 2020, malaria deaths 

were reported to increase by 12% compared with 2019, to an estimated 627 000, end from 409 

000 (Breman, 2022; WHO, 2022). Tanzania said more than six million confirmed malaria cases 

in 2019 (Faria, 2022; WHO, 2022). The disease is one of the leading health issues in the country 

(Mlacha et al., 2020). According to the source estimates, Tanzania accounted for three per cent 

of the global malaria cases that year (WHO, 2020).  

Moreover, there were more than 2500 malaria deaths in 2021 compared to 1171 deaths in 2019 

(WHO, 2022). Malaria is considered preventable and treatable. The global priority is to reduce 

the burden of disease and death while retaining the long-term vision of malaria eradication 

(Dhiman, 2019; Hemingway et al., 2016; Patouillard et al., 2017; Shretta et al., 2017). 

Nevertheless, the number of malaria cases worldwide seems to be increasing due to increasing 

transmission risk in areas where malaria control has declined, the increasing prevalence of 

drug-resistant strains of parasites, and in relatively few cases, massive increases in international 

travel and migration (Tangpukdee et al., 2009; WHO, 2015). In Tanzania malaria burden is 

still unacceptably high; with an overall prevalence of around 9% in mainland Tanzania 

(Aikambe & Mnyone, 2020). Self-medication has been described as a significant hindrance to 

proper disease management in many developing countries (Sissinto et al., 2019; Chipwaza et 

al., 2014; Sigonda et al., 2005; Nsagha et al., 2011). Recently, in Tanzania, the “not every fever 

is Malaria” campaign aims to educate people that not every fever episode experienced is a 

malaria case (Baltzell et al., 2019). Other diseases such as typhoid, dengue, chikungunya, and 

urinary tract infections present the same symptoms as malaria (§Blanco et al., 2021; Capeding 

et al., 2013; Crump et al., 2013; D’Acremont et al., 2010, 2014; de Santis et al., 2017; Goodyer, 

2015). Therefore, proper management of malaria requires prompt and accurate diagnosis and 

treatment of the disease (Landier et al., 2016).  

Understanding the critical characteristics of malaria symptoms, testing and treatment are 

essential to controlling a disease that continues to pose a significant risk of morbidity and 
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mortality in the country, with evidence of a resurgence of the disease in recent years (Bali et 

al., 2011; Krumholz et al., 2006). Understanding the malaria diagnostic process will be 

essential to inform future case management strategies and guide programmes to improve 

adherence to national guidelines. Medical records track disease management history and offer 

information on diagnoses, lab test results, and treatment (Bali et al., 2011; Gallay et al., 2018; 

Graber et al., 2017). In addition, medical records help us measure and analyse trends in 

healthcare use, patient characteristics, and quality of care (Graber et al., 2017). Understanding 

malaria cases' elements are critical for evaluating the disease state. Therefore, this study aims 

to investigate the features of malaria diagnosis records and explore different variables that can 

influence malaria diagnosis.   

3.3 Material and Methods 

This is a mixed study with a retrospective chart review and survey methods. The first phase 

included retrieving malaria patient records from the health facilities to curate the malaria 

diagnosis dataset. The second phase engaged a semi-structured questionnaire, whereby 

questions were conducted to collect the relevant data showing the current malaria diagnosis 

process and records for the proposed malaria diagnosis model training and validation. 

3.3.1 Study Design  

This quantitative research used retrospective chart review methods which reviewed pe-

recorded malaria patients' records and Patients Surveys to gain insight into malaria diagnosis 

and treatment practices among patients using a semi-structured questionnaire.  

(i) Inclusion Criteria 

For the retrospective chart review, only records of malaria cases diagnosed with either 

microscopy or mRDT and reported patients’ symptoms, and the type of treatment given were 

included in the study. All the positive and negative diagnosis records of patients over five years 

old were included in the study. For the survey, only patients over five years who have visited 

the health facility with malaria-related symptoms were included in the study.  
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(ii) Exclusion Criteria  

Any record that did not have complete treatment data was excluded from the study. Patients 

below five years were excluded since they could not explain their symptoms when they are 

sick.  

3.3.2 Ethical Clearance 

The study was approved by the National Institute for Medical Research 

(NIMR/HQ/R.8.c/Vol.I/1352) before the malaria patients' records were collected. Participants 

were recruited for the survey, permission to conduct the research was sought and granted by 

the medical officers in charge at the Regional, District, and health facility levels. Informed 

consent was obtained from all the patients (or accompanying parents/guardians of minors) who 

willingly signed the consent form after they were provided with information about the study's 

objectives. In addition, children over seven years verbally assented to that purpose. The study 

was of no greater than minimal risk and had no direct impact on patients' rights, welfare, or 

clinical care. Measures implemented to minimise the risk of confidentiality breaches during the 

study include anonymising data records and keeping data secured and accessible only to 

authorised persons. 

3.3.3 Study Area and Scope of the Study 

The present study was undertaken in two regions in Tanzania, Morogoro and Kilimanjaro, as 

illustrated in Fig. 7.  Morogoro region is one of the regions in Tanzania with a high prevalence 

of Malaria. The region is situated in the coastal zone of Tanzania (6°49′S and 37°40′E) with a 

population of approximately 2.3 million at an average altitude of 522 m above mean sea level. 

The study site on the lower slopes of Uluguru Mountains experiences heavy rainfall from 

February to June with a total average annual precipitation of 783.5 mm, mean relative humidity 

of 72 %, minimum temperature of 22 °C, and maximum temperature of 33 °C during wet 

seasons (Nzobo et al., 2015). Kilimanjaro is amongst the regions with a low malaria prevalence 

alongside Arusha in Tanzania. The region is located in the northern zone of Tanzania with a 

population of approximately 1.6 million with an altitude range of roughly 600– nf1800 m, 

including the significant municipality of Moshi at about 900 m above sea level. The area 

receives between 900 and 1200 mm of rainfall per year with two rainy seasons, the long rains 

from March to May and the short rainy season from November to December.  
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Four health facilities were selected from the two regions, two from each area. In addition, a 

regional hospital with the highest level of healthcare and a primary health centre was randomly 

chosen for each site. These health facilities were selected to represent patients of all levels. 

Mawenzi regional hospital and Majengo health centre in the Kilimanjaro region and Morogoro 

regional hospital and Mzumbe health centre in the Morogoro region. The choice of these 

regions was based on the prevalence of malaria, where Morogoro means areas with a high 

prevalence of (15.0%) and Kilimanjaro represents regions with a low prevalence of (1.0%).   

 

Figure 7:     Study area 

3.3.4 Study Population 

This is a secondary data analysis study of routinely collected malaria data from hospitals and 

health facilities in the chosen regions. The study population for the retrospective chart review 

included the patients treated for malaria from 2015 to 2018 in the four selected health facilities. 

Therefore, only records of malaria case data diagnosed with either microscopy or mRDT and 

existed at the time of review and approval were accessed for review.  

As for the survey, the patients over five years old who visited the health facilities for treatment 

with malaria-related symptoms were interviewed to gain more insight into malaria treatment 
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and diagnosis. The patients were selected based on their availability in the health facility for 

treatments with malaria-related symptoms.  

3.3.5 Data Collection  

The primary data for this study collected were: (a) malaria patients’ records from patients’ 

treatment files and (b) a survey of patients who visited the health facility with malaria-related 

symptoms. Two data collection tools were developed to collect data from the two groups. 

Firstly, the patient’s records extraction form, as shown in Appendix 2, was designed based on 

the summary of the Ministry of Health (MoH) patient’s file and the information collected when 

the patient visits the selected health facilities. The records were retrieved from the patients who 

had been treated for malaria from the year 2015 to 2018. The aim was to identify the past state 

of clinical malaria diagnosis in the local health facilities (Mawenzi regional hospital and 

Majengo health centre in Kilimanjaro and Morogoro regional hospital and Mzumbe health 

centre) Morogoro) and understand the standard practice in the procedure of malaria diagnosis 

and treatment. Data collected from the patient's files were: (a) the patient's demographic 

information, (b) the symptoms presented by the patient when consulting a doctor, (c) the tests 

taken and results, (d) diagnosis based on the laboratory results and (e) the treatment provided. 

Two trained nurses administered data collection in each health facility, and all participants 

provided written informed consent. 

Secondly, the semi-structured questionnaire shown in Appendix 3 was administered to patients 

with malaria-related symptoms found in the health facility through an interview. The survey 

aimed to supplement information on the malaria patients’ characteristics not captured in the 

patients’ files, such as the significance of travel history. Also, the survey acted as a validation 

point of the common symptoms observed by the patients against symptoms recorded in the file. 

3.3.6 Data Analysis 

The collected malaria diagnosis data were entered in Redcap and obtained into a CSV file 

analysed in Anaconda (Jupyter Notebook) using Python 3.6. First, the data were coded and 

cleaned; then, descriptive analysis was generated to identify the frequency of responses to the 

question items. The investigation was grouped into patients’ demographic information and 

malaria diagnosis procedures. Initial tabulations and univariate analysis examined the 

distribution of malaria symptoms, diagnosis and treatment overall and within categories.  
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We computed the association between observed malaria-related symptoms from the patient's 

records against malaria positivity. The aim was to learn the significance of each symptom and 

patient demographic information on malaria diagnosis. In addition, observe the likelihood of 

being malaria positive in a high or low endemic area. Correlation analysis was performed to 

determine the association between variables such as the age of the patient, the residence area, 

and age and travel history and signify the degree to which changes in the importance of a 

dependent variable (Y) increase or decrease in parallel with changes in the values of an 

independent variable (X). Random effects logistic regression assesses the adjusted impact of 

covariates on malaria-related symptoms and positivity and adjusts for correlation within 

hospitals. Significant differences between the dependent and independent variables were 

accepted at p < 0.05, i.e., a confidence interval of 95%. A simple linear regression model was 

used to determine how the number of malaria cases varied with years, season, age and sex.  

3.4 Results 

3.4.1 Document Review results 

The documentary analysis method was used to identify, select, interpret, and synthesise 

information in the files of patients who suffered from malaria or presented with malaria-related 

symptoms. The documentary analysis identified 2556 patient records, of which 60% were from 

the Morogoro Region, and 40% were from the Kilimanjaro Region. The results also indicated 

that 61% and 39% of the selected records were female and male, respectively. These patients 

were of different age distributions, whereby 49.22% were aged between 5 to 24 years, 32.98% 

were between 25 to 44 years, and 17.78% were aged 45 years and above, as shown in Table 3. 
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Table 3:     Reviewed malaria patients records preliminary information 

S/N Category Frequency Percentage (%) 

Malaria 

Diagnosis 

Positive 
Morogoro 495 69 

Kilimanjaro 227 31 

Negative 
Morogoro 1024 56 

Kilimanjaro 802 44 

Sex 
Female 1561 61 

Male 995 39 

Patient’s 

Age 

05-14 641 25 

15-24 742 29 

25-34 420 16 

35-44 320 12 

45-54 220 0.09 

55-64 130 0.05 

65+ 93 0.04 

Apart from that, 69% of the patients diagnosed with malaria are from Morogoro, while 31% 

are from Kilimanjaro. While the month of April, May and August showed highest rate on 

hospital visits as depicted in Fig. 8 and Fig. 9, fever and headache are the most observed 

symptom, as shown in Fig. 10.   

 

Figure 8:     Number of records per health facility 

 



 35 

 

Figure 9:     Number of patients per month visiting the health facility 

 

Figure 10:   Frequency of malaria symptoms observed 

(i) Significant malaria symptoms  

This section computed the association using relative risk and odds ratio between observed 

malaria-related symptoms from the patient's records against malaria positivity. Relative risk is 

a ratio of the probability of an event occurring in the exposed group versus the probability of 

the event occurring in the non-exposed group. The association computation aimed to learn the 

significance of each sign and patient demographic information on malaria diagnosis. The aim 

is to see which symptoms, when observed, the likelihood of being malaria positive is high or 

low. The relative risk and odds ratio of different malaria-related symptoms and non-

symptomatic features are discussed as shown in Table 4.  
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High Fever from 40oC 

It was found that the magnitude of malaria among those with a high fever from 40oC is equal 

to 70.8%, and the extent of malaria among those without a high fever from 40oC is equal to 

28.2%. The difference in the two proportions is statistically significant with (p = 0.002). Patient 

with a high fever of 40oC and above has a 40% risk of having malaria, while those without a 

high fever of 40oC have a 60% protection.  

Abdominal Pain 

The magnitude of malaria among those with Abdominal Pain is 22.2%, and the extent of 

malaria among those without Abdominal Pain is 77.7%. The difference in the two proportions 

is statistically significant with (p = 0.046). Patient without abdominal pain has twice the risk 

of about 180% compared to those with abdominal pain.  

Vomiting 

The patients with vomiting symptoms have a 100% risk of having malaria, while those who 

have not demonstrated vomiting symptoms have a 40% risk of having malaria. The magnitude 

of malaria among those with vomiting symptoms is 43.0%, and the extent of malaria among 

those without Abdominal Pain is 56.9%. The difference in the two proportions is statistically 

significant, with a p-value of 0.001.  

Joint Pain 

Patients with joint pain symptoms have a 100% risk of having malaria, while those who haven’t 

shown any sign of joint pain have a 48% risk of having malaria. The difference in the two 

proportions is statistically significant, with a p-value of 0.049. The magnitude of malaria 

among those with joint pain is equal to 16.6%, and the extent of malaria among those without 

joint pain is equal to 83.3% 

General Body Malaise 

The analysis also observed that patients who have not observed body malaise have a 50% risk 

of having malaria compared to those presenting the sign of body malaise. The difference in the 

two proportions has shown statistical significance with a p-value of 0.015. The magnitude of 
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malaria among those with general body malaise is 36.1%, and the extent of malaria among 

those without general body malaise is 63.8%.  

Location and Malaria Positivity - Health Facilities 

In Table 3, 86% of the patients diagnosed with malaria are from Morogoro, while 13% are from 

Kilimanjaro. Of all patients with malaria positivity, 8% are from Mawenzi regional hospital 

and have a 50% risk of malaria. Also, the analysis shows that 31% of the patients diagnosed 

with malaria are from Morogoro regional hospital and have 3.7 times the chance of malaria. 

The differences in the two relationships have statistical significance. As for Mzumbe Health 

Centre, 54% of the patients diagnosed with malaria are from this health facility, and there is 

three times the chance of having malaria when from this facility. 

Sex/Gender and Age 

Male patients have twice the chance of malaria than female patients. Also, the research shows 

that age has no statistical significance in malaria positivity. However, general observation after 

the odds ratio analysis was done on a combination of different variables against malaria 

positivity is that patients that are from the facilities in Morogoro, male, with ages between 25-

44 years and those who come with high fever, headache, abdominal pain, joint pain, body 

malaise, vomiting as symptoms have a statistical significance. 

(ii) Variables predicting malaria positivity  

General observation after the odds ratio analysis was done on different variables against 

malaria positivity is that patients that are from the facilities in Morogoro region, male, with age 

between 25-44 years and those who come with high fever, headache, abdominal pain, joint 

pain, body malaise, vomiting as symptoms have a statistical significance in malaria positivity 

as shown in Table 5. When the multivariate analysis was performed on significant variables, 

the results showed that the residence area of the patient and some of the symptoms remained 

highly correlated as seen in Table 6. The outcome variable “malaria positivity” was caused by 

many input factors. These factors include the area the patent is coming from, the age of the 

patent, the sex of the patent and the symptoms presented. All factors indicated positive 

correlations with malaria positivity, but the area of residence and symptoms (High Fever, 

Nausea, Joint pain and Body Malaise) had the strongest correlation compared with the other 
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factors.  These values indicate that kin observation of the symptoms by the patient is very 

important in malaria diagnosis and in raising awareness in the community.  

Table 4:     Malaria symptoms observed with malaria positivity in document review  

Symptoms 

Observed 

Checked 

with 

Malaria 

Checked 

with No 

Malaria 

Unchecked 

with 

Malaria 

Unchecked 

with No 

Malaria 

P-Value for 

the symptom 

High fever (>= 

40 °C) 
51(70.8%) 149(50.3%) 21(29.2%) 147(49.6%) 0.002 

Shaking chills 1(1.39%) 0(0%) 71(98.6%) 296(100%) 0.042 

Profuse 

sweating 
0(0%) 1(0.34%) 72(100%) 296(100%) 0.621 

Fatigue 1(1.39%) 6(2.03%) 71(98.6%) 290(97.9%) 0.722 

Headache 48(66.6%) 195(65.5) 24(33.3%) 101(34.1%) 0.899 

Muscle 

aches/pain 
2(2.7%) 8(2.7%) 70(97.2%) 288(97.3%) 0.972 

Abdominal 

discomfort 
16(22.2%) 102(34.4%) 56(77.7%) 194(65.5%) 0.046 

Vomiting 31(43.0%) 69(23.3%) 41(56.9%) 227(76.6%) 0.001 

Dizziness 7(9.7%) 33(11.5%) 65(90.2%) 263(88.8%) 0.727 

Problem 

breathing 
0(0%) 5(1.6%) 72(100%) 291(98.3%) 0.267 

Seizure 0(0%) 1(0.3%) 72(100%) 295(99.6%) 0.621 

Nausea 3(4.1%) 8(2.7%) 69(95.8%) 288(97.3%) 0.513 

Joint Pain 12(16.6%) 26(8.7%) 60(83.3%) 270(91.2%) 0.049 

General Body 

Malaise 
26(36.1%) 66(22.3%) 46(63.8%) 230(77.7%) 0.015 

Chest Pain 2(2.7%) 34(11.4%) 70(97.2%) 262(88.5%) 0.026 

Coughing 7(9.7%) 40(13.5%) 65(90.2%) 256(86.4%) 0.387 

Backache 2(2.7%) 43(14.5%) 70(97.2%) 253(85.4%) 0.006 

Loss of 

consciousness 
0(0%) 2(0.68%) 72(100%) 294(99.3%) 0.484 
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Table 5:     Multivariate analysis of significant factors to malaria positivity results (a) 

Malaria diagnosis factors Odds Ratio Std. Err. z P>|z| Interval 

Majengo Health Facility 13.6054 6.911744 5.14 0.000 5.026762 - 36.82428 

Mzumbe Health Facility 7.641262 3.386888 4.59 0.000 3.205393 - 18.21582 

Sex_(M) 1.065771 .3500778 0.19 0.846 .5598429 -   2.028903 

Age 

25-44 .9478376 .3332518 -0.15 0.879 .4758374 -   1.888032 

45+ .7296848 .3896629 -0.59 0.555 .2562008 -   2.078213 

Symptoms Observed  

High Fever .2761818 .0957055 -3.71 0.000 .1400321 -   .5447065 

Abdominal discomfort  1.646044 .6146237 1.33 0.182 .7917858 -   3.421964 

Nausea .5845159 .1916728 -1.64 0.102 .307378 -   1.111527 

Joint Pain .2416235 .1119603 -3.07 0.002 .0974363    .5991805 

Body Malaise .5119071 .1828989 -1.87 0.061 .2541358    1.031137 

Chest Pain 2.280418 1.788837 1.05 0.293  .4901211    10.61025 

Back pain 1.872374 1.528118 0.77 0.442 .3781757    9.270254 

Cons .1396885 .1867649 -1.47 0.141 .0101647    1.919665 

Table 6:      Multivariate analysis of significant factors to malaria positivity results (b) 

Malaria diagnosis factors Odds 

Ratio 

Std. Err. z P>|z| 95% Conf. Interval 

Health facility 

Majengo Health Facility 17.6626     8.62072      5.88    0.000      6.785819    45.97345 

Mzumbe Health Facility 10.49589 4.305658      5.73    0.000      4.697174    23.45319 

Symptoms observed  

High Fever .2440872 .0822909     -4.18    0.000      .1260588    .4726252 

Nausea .5809043    .1855332     -1.70    0.089       .310629    1.086344 

Joint pain .2268551    .1025172     -3.28    0.001      .0935589    .5500621 

Body Malaise .4657251    .1559291     -2.28    0.022      .2416237    .8976764 

Cons .728074    .4287537     -0.54    0.590      .2295691    2.309072 

3.4.2 Malaria Patients Survey 

The overall observation from the patient survey was that of the 312 malaria patients questioned, 

44.24% were from the Kilimanjaro region, and 55.76% were from the Morogoro region. 



 40 

Among the 312 respondents, 65.58% were female, 34.42% were male, and 54.54% were 

between 15 -and 35 years. The results also indicated that 48.22% of the respondents have only 

primary school education, 33.65% have a secondary school education, 16.8% have a college 

education, and only 1.29% are uneducated, as shown in Table 7.  

Table 7:      Survey respondents’ demographics information 

Category Frequency (N) Percentage (%) 

Residence area 

Morogoro 173 55.8 

Kilimanjaro 138 44.2 

Patients’ education level 

Primary School Education  150 48.2 

Secondary School Education 105 33.7 

College Education 53 16.8 

None 4 1.3 

Patients sex 

Female   204 65.6 

Male 108 34.4 

(i) Malaria symptoms identified by the survey respondents 

Symptoms Observed from the malaria patients survey of 312 participants found that headache 

(67.3%), high fever (up to 40oc) (43.9%), fatigue (feeling tired) (35.2%), muscle aches/pain 

(28.8%) and abdominal discomfort (14.42%) and nausea (14.42%) were highly observed 

symptoms in both the regions. Other symptoms are indicated as seen in Table 8.  

(ii) Malaria diagnosis and treatment history 

The survey results in Table 9 revealed that 61.5% were formally diagnosed with malaria in the 

period of three months of 2018, and among that, Kilimanjaro (54.5%) and Morogoro (45.5%), 

while 38.5% were not diagnosed with malaria. Amongst the 38.5% who were not diagnosed 

with malaria in Kilimanjaro, 31% and Morogoro value 69%. Also, the analysis showed that 

among the 38.5% of patients not diagnosed with malaria, 66.7% observed malaria symptoms, 

and 56% mainly from Morogoro self-medicated with antimalaria drugs. In addition, 40% of 

the patients diagnosed with malaria have a travelling history to the high endemic areas in the 

past three months. These results are shown tabled in Table 9.  
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Table 8:     Malaria symptoms identified by the survey respondents 

(iii) The use of malaria control initiatives  

As illustrated in Table 9, most respondents (88%) used Treated Nets, followed by Insecticides 

Spray 6.57%. Malaria control initiatives were introduced by the WHO and administered by 

countries to control malaria cases (Finda et al., 2020; Matowo et al., 2017; Russell et al., 2011). 

Malaria vaccination showed an inferior adaptation with only 0.64%. Few respondents (5.12%) 

do not use any malaria control initiative. The reasons were that the area has few or no 

mosquitoes and the current insecticide-treated nets are worn out. 

 

Symptoms observed 

Patients Survey (N=312) 

Frequency Percentage 

High fever (from 40 °C) 137 43.9% 

Shaking chills 23 7.4% 

Profuse sweating 8 2.6% 

Fatigue 110 35.2% 

Headache 210 67.3% 

Muscle aches/pain 90 28.8% 

Abdominal discomfort 45 14.4% 

Nausea 42 14.4% 

Vomiting 33 10.6% 

Dizziness 36 11.5% 

Delirium and confusion. 1 0.32% 

Problem breathing 1 0.32% 

Severe anaemia 2 0.6% 

Seizure 1 0.32% 
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Table 9:     Malaria diagnosis and treatment history 

S/N Questions Feedback n (%) 

1.  
Being Diagnosed with Malaria in the 

past three months (N=312) 

Yes  

No 

192 (61.5%) 

120(38.5%) 

2.  Observed Malaria related symptoms 

in the past three months (N=120) 

Yes  

No 

80(66.6%) 

40(33.4%) 

3.  The number of times you have been 

diagnosed with malaria or observed 

malaria-related symptoms in the 

past three months N=192 

Once (One time) 

 

More than once 

60(31.3%) 

 

132 (68.7%) 

4.  Did you get any treatment for such 

self-observation of malaria-related 

symptoms? 

Yes 

No 

186 (68.3%) 

86(31.7%) 

5.  Use of malaria control initiatives • Treated Nets 

• Insecticides Spray 

• Malaria Vaccination 

• Non-use of Malaria Control 

Initiative (MCI) 

275(88%) 

19 (6.5%) 

2 (0.64%) 

 

16 (5.12%) 

6.  Reason for not using any MCI • Minimal amount of mosquitos  

• Tear and wear of the current Net 

10 (62%) 

6 (38%) 

3.5 Discussion 

This chapter aims to; (a) explore different variables that can influence malaria diagnosis and 

(b) create a dataset from malaria patients’ records that can be used for training and validation 

of the machine learning model to improve malaria diagnosis in a resource-poor country like 

Tanzania. Overall, it was found that half of the patients who observed malaria-related 

symptoms treated themselves with anti-malaria drugs without any proper diagnosis from the 

health facility. This signifies that self-medication is still a challenge. Similar findings were also 

observed in the studies done in Kenya, Benin and Ghana, where self-medication is still 

practised in these counties and Tanzania is no different (Sissinto et al., 2019; Quaresima et al., 

2021). Furthermore, we found that patients from high endemic facilities, who are male, and 

those who come with high fever, headache, abdominal pain, joint pain, general body malaise, 

and vomiting symptoms have a high chance of being diagnosed with malaria. This finding 

aligns with the Tanzania malaria diagnosis guideline, where the guideline also identifies the 

symptoms observed in this study (WHO-Guidelines, 2015). As for the male gender, the 2022 

study by Okiring in Uganda also found that males had a higher probability than females of 
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testing positive for malaria, and this makes the general lifestyle and economic activities of male 

to be in question (Okiring et al., 2022). Also, the same study observed that those aged between 

15 and 39 are at risk of being diagnosed with malaria, as found in this study, where ages 

between 25 and 44 years are more likely to have malaria than other age ranges.  

The findings also revealed that the risk of malaria among males is high due to the high 

participation rate in social activities at night and some economic activities such as agriculture. 

Supporting these findings is the study done in East Africa under the Gates Foundation, where 

it was noted that Men often face the risk of exposure through their occupations, such as fishing, 

mining, forestry, or agriculture, when these activities are conducted during peak biting times 

(Katz & Hartley, 2020). Apart from that, it was found that a lack of awareness of the effects of 

self-medication was described as a significant source of self-medication, as supported by the 

studies of Bria et al. (2021). Apart from self-medication has been described as contributing 

factor to drug resistance, developing chronic diseases, and even death, sometimes to untreated 

infections, assuming they have malaria (Mboera et al., 2007). There are several reasons why 

self-medication is more practised; the study by Ngasala et al. (2008) has shown that even 

though over 80% of Tanzanians live within 5 km of a health facility providing malaria 

treatment, treatment is often inadequate due to a lack of standard malaria treatment guidelines 

(Ngasala et al., 2008). Another study by Yeka et al. (2012).  has shown that financial 

constraints have caused inappropriate drug usage to seek the full treatment procedure and 

sometimes inherited behaviour among community members.    It was also found that residence 

area, High Fever, Nausea, Joint pain, and Body Malaise had the strongest correlation with 

malaria positivity compared with the other symptoms. This indicates that kin observation of 

both non-symptoms, such as where the patients live and their sex, are significant in observing 

the patient malaria diagnosis and raising awareness in the community (Bria et al., 2021).  

With all that has been observed developing a tool that can give patients the probability of being 

malaria positive when observing any malaria-related symptoms might be a possible solution to 

reduce the rate of self-medication (Bria et al., 2021). Prediction models are among those tools 

that can improve the diagnosis and awareness of the patient’s state before buying over-the-

counter medication (Deepthi et al., 2020). The model can relate patients’ history of the diseases 

and integrate symptoms and signs presented to physicians (Bria et al., 2021; Deepthi et al., 

2020). The limitations of this study are the following: firstly, our study population was based 

only in two regions which cannot generalise our findings to the entire country. Secondly, this 



 44 

study only described the dataset without demonstrating the development and implementation 

of machine learning models in Tanzania. The study's strength is comparing the data from two 

regions representing the country’s higher and low endemic areas. In addition, we analysed both 

medical history records and recent data obtained through the survey.  

3.6 Conclusion 

The malaria diagnosis data in this study indicate that proper malaria diagnosis is a significant 

concern. As the majority still self-medicate with anti-malaria drugs once they experience 

malaria-related symptoms, future studies should explore this challenge and investigate the 

potentiality of using malaria diagnosis records to diagnose the disease. Furthermore, although 

microscopic blood slides and rapid diagnostic tests are widely available, several challenges 

were identified, including self-medication with anti-malaria drugs and presumptive treatment 

of malaria. Therefore, it is recommended that better methods of malaria diagnosis should be 

imposed in society to reduce the effects.  
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CHAPTER FOUR 

DEVELOPMENT OF A MACHINE LEARNING MODEL FOR MALARIA 

PREDICTION 

4.1 Abstract 

Presumptive treatment and self-medication for malaria have been used in limited-resource 

countries. However, these approaches have been considered unreliable due to the unnecessary 

use of malaria medication. This study aimed to demonstrate supervised machine learning 

models in diagnosing malaria using patient symptoms and demographic features. The malaria 

diagnosis dataset was collected in two regions of Tanzania: Morogoro and Kilimanjaro. 

Regional-based features were obtained to improve model performance and reduce processing 

time. Machine learning classifiers with the k-fold cross-validation method were used to train 

and validate the model. The dataset developed a machine-learning model for malaria diagnosis 

using patient symptoms and demographic features. A malaria diagnosis dataset of 2556 

patients' records with 36 features was used. It was observed that the ranking of features differs 

among regions and when combined dataset. The feature ranking indicated that fever is 

universally the most noteworthy feature for predicting malaria, followed by general body 

malaise, vomiting and headache. The features identified comply with malaria diagnosis and 

treatment guidelines provided by WHO and Tanzania Mainland that indicate that in situations 

such as rural areas where there is no parasitological test available within 2 hours of presenting 

for treatment in medical centres, medical doctors can provide a prognosis using a clinical 

examination and physical examination to treat suspected patients. The compliance is observed 

to produce a prediction model that will fit in the current healthcare provision system. 

Random Forest was the best classifier, with an accuracy of 95% in Kilimanjaro, 87% in 

Morogoro and 82% in the combined dataset. Based on clinical symptoms and demographic 

features, a regional-specific malaria predictive model was developed to demonstrate relevant 

machine-learning classifiers. Important features are useful in making the disease prediction.  

4.2 Introduction 

Machine learning (ML) is an emerging approach that is effective in making decisions and 

predictions from the large quantity of data produced by the healthcare industry. It learns from 

experience and detects valuable patterns from large, unstructured, complex datasets to predict 



 46 

future incidences. Today, the biggest challenge in front of the healthcare industry is diagnosing 

diseases with accuracy and at affordable costs. A massive amount of complex data is available 

with the hospitals that can be used to extract useful information for diagnosis. This data can be 

used for future predictions with the help of data mining. The healthcare field generates massive 

data about clinical assessment, patient records, disease treatment, clinical follow-ups, and 

medication (Fatima & Pasha, 2017; Iyer et al., 2015). This massive data can improve healthcare 

delivery when incorporated with machine learning techniques. Patient care and illness 

management improvements may result from more precise clinical outcome prediction. The 

correct prediction of which patients should be provided with malaria treatment and should have 

future check-ups, for instance, may reduce the needless administration of malaria medications 

in managing malaria (Menard & Dondorp, 2017; Mwai et al., 2009). Apart from that, a lack of 

proper diagnosis might result in the mismanagement of other diseases that have related 

symptoms to malaria. Common behaviour on self-medication with malaria drugs and 

challenges in the health system in most low-income countries like Tanzania necessitate a 

machine learning-based diagnosis model. In addition, the model can assist in correctly 

diagnosing malaria for patients who cannot get a laboratory-based diagnosis.  

The use of ML for malaria diagnosis is not necessarily the right solution. For example, a better 

solution would be to have rapid malaria diagnostics tests at pharmacies to ensure only malaria 

patients or those with an anti-malaria prescription are given anti-malarial drugs. However, the 

rapid tests would be costly for pharmacies and require administration by trained pharmacists 

or personnel, who may not be available in rural/remote areas. A cheap but effective tool for 

determining possible malarial status is therefore needed. The ML-based diagnostic tool could 

be one such tool. Different studies have shown how machine learning assisted other areas of 

the health care system (Davenport & Kalakota, 2019; Khare et al., 2017; Shailaja et al., 2018; 

Sidey-Gibbons, 2019; Triantafyllidis & Tsanas, 2019). Recently, supervised learning 

algorithms have been applied in various studies to diagnose malaria (Fuhad et al., 2020; 

Madhu, 2020; Masud et al., 2020; Muthumbi et al., 2019; Poostchi et al., 2018; Yang et al., 

2019). While machine learning has been successfully used in illness management, most 

applications ignore that most health institutions do not have a microscope. Patients treat 

themselves by relying on home tests instead. Machine learning is a reliable and efficient non-

invasive way of distinguishing between healthy and malaria-infected individuals. Though 

previous research has cast doubt on the viability of utilising clinical symptoms in malaria 

prediction, this study's trials demonstrate that it is possible to use clinical symptoms alongside 
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patient demographics to predict malaria using machine learning classifiers (Bibin et al., 2017; 

Das et al., 2013; Femi Aminu et al., 2016; Fuhad et al., 2020; Madhu, 2020; Masud et al., 

2020; Patil et al., 2018; Pillay et al., 2019; Rajaraman et al., 2018, 2019; Shekalaghe et al., 

2013; Van Driel, 2020). 

4.2.1 Related Works  

Malaria shares similar symptoms with other febrile diseases such as dengue, typhoid, common 

cold, respiratory tract infection, dyspepsia, and pneumonia (Abba et al., 2011; Crump et al., 

2017; Nadjm et al., 2010). Parasitological tests, like microscopic and rapid diagnostic tests 

(RDT), are the recommended and standard tools for diagnosing malaria (WHO, 2019, 2020, 

2021). However, in areas where parasitological tests for malaria are not readily available, the 

complexity of malaria diagnosis may lead to misdiagnosis, overdiagnosis, and inappropriate 

presumptive treatment (Gosling et al., 2008; Graz et al., 2011; Isiguzo et al., 2014; UM, 2016; 

V D’Acremont, 2009). As specified by WHO, in situations such as rural areas where there is 

no parasitological test available within two hours of presenting for treatment in medical centres, 

medical doctors can provide a prognosis using a clinical examination and physical examination 

to treat suspected patients (WHO, 2019, 2021; WHO-Guidelines, 2015). Consequently, 

suspected patients would be presumptively treated. Malaria is traditionally diagnosed clinically 

by doctors. This is the least expensive and most widely used approach. Presumptive treatment 

is a clinical diagnosis based on the patient's indications and symptoms as well as physical 

findings at the examination. Malaria's initial symptoms are vague and include fever, headache, 

bodily weakness, chills, dizziness, abdominal discomfort, diarrhoea, nausea, vomiting, 

anorexia, and itching. Misdiagnosis is possible with clinical diagnosis of malaria due to a lack 

of appropriate understanding regarding important malaria symptoms (other than shivering, 

fever, and sweating) and non-malaria-related variables (Bria et al., 2021). Presumptive 

treatment could increase the use of unnecessary anti-malarial drugs, which have side effects 

and increase the spread of resistance to the drugs (Sissinto et al., 2019; Chipwaza et al., 2014; 

Kajeguka et al., 2017; Hertz et al., 2019; Kazaura, 2017; Mwita et al., 2019).  

Machine learning has been utilised in malaria diagnosis, from diagnostic tools to predicting 

illness presence based on patient symptoms and indicators. Malaria research has been 

conducted throughout the last decade in the areas of diagnostic testing (RDT) and microscopy, 

specifically the automation of these tools (Brown et al., 2020; Dharap & Raimbault, 2020; Ford 

et al., 2020; Ravalji et al., 2020; Shekalaghe et al., 2013). These studies elicited how machine 
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learning can assist in reading microscopic blood smear images to diagnose malaria and 

automate the complete blood count, which is the test that screens for infection in the blood. 

The performance of machine learning in the automation of these tools has improved, and 

classifier prediction accuracy has shown potential (Fuhad et al., 2020; Lee et al., 2021; Masud 

et al., 2020; Van Driel, 2020). Despite the promising results of these studies, the unavailability 

of a microscope and mRDT in some of the health facilities in constrained areas and the self-

medication behaviour of some of the remain the major challenge patients (Bibin et al., 2017; 

Das et al., 2013; Liang et al., 2017; Madhu, 2020; Masud et al., 2020b; Muthumbi et al., 2019; 

Poostchi et al., 2018; Rajaraman et al., 2018, 2019). 

On the other hand, several machine-learning studies have used malaria symptoms, signs, and 

patient information to diagnose malaria. For example, the study done by Bria et al. (2021) used 

malaria symptoms and non-symptom factors to diagnose malaria. It showed potential good 

prediction accuracy if the combined significant features were identified. However, these studies 

do not specifically identify significant symptoms, notwithstanding their contribution to malaria 

diagnosis improvement. Furthermore, other studies that used malaria symptoms to diagnose 

malaria used data mining techniques such as rule-based classification, which are considered 

weak in classification (Bbosa et al., 2016). In Tanzania, most of the studies have been done in 

malaria diagnosis (Mpapalika & Matowo, 2020; Mwanga & Mapua, 2019; Mwanga & Minja, 

2019). A malaria diagnosis study using symptoms and patients’ demographic features has never 

been done in Tanzania. This study aimed to fill this important gap in malaria research in 

Tanzania since the country has settings where diagnostic tools are unavailable, and self-

treatment is over the chart. This study's findings can raise public awareness of the potentiality 

of using machine learning in classifying malaria patients by developing a simple tool that will 

be used before administering anti-malaria drugs. The study will raise public awareness of 

significant malaria symptoms and patient features in diagnosing malaria at early stages within 

Tanzanian societies vulnerable to malaria and reduce the rate of self-medication and 

presumptive treatment in the country.  

4.2.2 Theoretical Background  

This study uses the most common supervised machine learning classifiers to build a malaria 

diagnosis model. The popular machine learning classifiers for disease diagnosis are Logistics 

Regression (LR), K-Nearest Neighbour (KNN), Support Vector Machine (SVM), Decision 
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Tree (DT), and Random Forest (RF), which were used in the model development (Ibarra et al., 

2021) as explained in 2.3.4.  

4.3 Materials and Methods 

This chapter aimed to develop a machine learning-based model to classify patients with and 

without malaria using their symptoms and non-symptoms factors. The machine learning-based 

model for malaria diagnosis development was structured in six stages, namely: (a) Dataset 

description and pre-processing, (b) Features selection, (c) Machine learning classifiers, (d) 

Cross-Validation methods, (e) Classifier performance evaluation and (e) Development of 

regional-specific malaria diagnosis model as shown in Fig. 11. 
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Figure 11:   Machine learning framework employed in features selection, model 

development and validation 
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4.3.1 Dataset Collection and Description  

(i) Study Area 

Data were collected from four hospitals in two regions in Tanzania: Morogoro and Kilimanjaro 

(Fig. 7). The four health facilities are Mawenzi regional hospital, Majengo health centre in the 

Kilimanjaro region, Morogoro regional hospital, and Mzumbe health centre in the Morogoro 

region. The dataset represents the patients who live in the areas with low malaria transmission, 

represented by the Kilimanjaro region and those who live in the areas with high malaria 

transmission, represented by the Morogoro region. The choice of these regions was based on 

the prevalence of malaria, where Morogoro represents regions with a high prevalence of 

(15.0%), and Kilimanjaro represents regions with a low prevalence (1.0%) of malaria. 

(ii) The method used and Participants 

A malaria patient's records extraction form was designed to summarize the MoH patient's file 

and the data collected when visiting the health facility. The records were retrieved from the 

patient's files who have been treated for malaria from 2015 to 2019. The aim was to identify 

the past state of clinical malaria diagnosis in the local health facilities and understand the 

standard practice in malaria diagnosis and treatment. The critical information collected was: 

(a) the patient's demographic information, (b) the symptoms presented by the patient when 

consulting a doctor, (c) the tests taken and results, (d) diagnosis based on the laboratory results 

and (e) the treatment provided. Trained nurses administered data collection, and all participants 

provided written informed consent.  

(iii) Ethical clearance 

Participants were recruited, and data were gathered after receiving approval from the National 

Institute for Medical Research in Tanzania (NIMR). Informed written consent was obtained 

from all individuals before their inclusion in the study. Medical centres followed NIMR's 

guidance in obtaining patients' permission to share their medical records. 

4.3.2 Dataset Descriptions and Pre-processing 

Data cleaning, transformation and reduction were performed on the dataset. For data cleaning, 

missing values were handled by removing the tuples with the missing values. Next, concept 

hierarchy generalisation (Han et al., 2012; Velliangiri et al., 2019) was used to transform the 
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patient’s residence area variable by grouping the residence area to the hospital the patient 

attended. Finally, feature selection as a one-dimensionality reduction technique (Masud et al., 

2020b) was applied to reduce the number of subset attributes insignificant to the target variable. 

A target variable whose values are modelled and predicted by other variables. In this case, the 

target variable is malaria diagnosis, which can either be positive or negative.  

The malaria diagnosis dataset was used in this study to develop a machine-learning model for 

malaria diagnosis. The dataset was obtained by extracting malaria patients' diagnosis records 

from the Tanzania Ministry of Health's patient files in two regions in Tanzania: Morogoro and 

Kilimanjaro. The original Malaria diagnosis dataset has a sample size of 2556 patients' records 

with 36 features, as shown in Table 10. The targeted output variable has two classes 

representing patients with malaria (tested positive) and those without malaria (tested negative). 

Instances that could lead to individual patients being located or identified were removed to 

maintain the confidentiality of the patient and ethical practice. Nominal features were encoded 

to conform to Scikit-learn and coded 1 for patients with malaria and 0 for patients without 

malaria (health people).  The output of this section was a malaria diagnosis dataset used for 

malaria diagnosis model development.  
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Table 10:   Malaria diagnosis dataset features description  

S/N Feature Name Data Type Description Domain of Values 

1 Residence Area Categorical 

1 = MajengoHC,  

2 = MorogoroRH, 

3 = MawenziRH,  

4 = MzumbeHC 

1, 2, 3, 4 

2 Visit Date Categorical Date in Months 
1,2,3,4,5,6,7,8,9,10

,11,12 

3 Age Categorical Age in Years > 5 age <95 

4 Gender Categorical Male = 1, Female = 0 1, 0 

5 Fever Integer  Yes = 1, No = 0 1, 0 

6 Sweating Integer  Yes = 1, No = 0 1, 0 

7 Fatigue Integer  Yes = 1, No = 0 1, 0 

8 Headache Integer  Yes = 1, No = 0 1, 0 

9 Shaking & Chills Integer  Yes = 1, No = 0 1, 0 

10 Muscle Pain Integer  Yes = 1, No = 0 1, 0 

11 Joint Pain Integer  Yes = 1, No = 0 1, 0 

12 
General Body 

Malaise 
Integer  Yes = 1, No = 0 1, 0 

13 Chest Pain Integer  Yes = 1, No = 0 1, 0 

14 Abdominal Pain Integer  Yes = 1, No = 0 1, 0 

15 Nausea Integer  Yes = 1, No = 0 1, 0 

16 Vomiting Integer  Yes = 1, No = 0 1, 0 

17 Coughing Integer  Yes = 1, No = 0 1, 0 

18 Dizziness Integer  Yes = 1, No = 0 1, 0 

19 Confusion Integer  Yes = 1, No = 0 1, 0 

20 Backache Integer  Yes = 1, No = 0 1, 0 

21 Restless Integer  Yes = 1, No = 0 1, 0 

22 Flue Integer  Yes = 1, No = 0 1, 0 

23 Problem breathing Integer  Yes = 1, No = 0 1, 0 

24 Anemia Integer  Yes = 1, No = 0 1, 0 

25 Yellow skin Integer  Yes = 1, No = 0 1, 0 

26 Bloody stool Integer  Yes = 1, No = 0 1, 0 

27 Appetite loss Integer  Yes = 1, No = 0 1, 0 

28 Conversion  Integer  Yes = 1, No = 0 1, 0 

29 Dehydration  Integer  Yes = 1, No = 0 1, 0 

30 Pale  Integer  Yes = 1, No = 0 1, 0 

21 Running Nose  Integer  Yes = 1, No = 0 1, 0 

32 Blurred vision Integer  Yes = 1, No = 0 1, 0 

33 Pain in urination Integer  Yes = 1, No = 0 1, 0 

34 Palpation  Integer  Yes = 1, No = 0 1, 0 

35 Diarrhea  Integer  Yes = 1, No = 0 1, 0 

36 Diagnosis Categorical Positive = 1, Negative = 0 1,0 

4.3.3 Feature Selection 

Feature selection is one of the vital processes for machine learning model development because 

it includes irrelevant features affect the classification performance of the machine learning 
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model. Identifying features (variables) associated with malaria diagnosis and treatment is vital 

in archiving successful malaria prediction. Feature selection is an efficient data pre-processing 

technique in data mining to reduce data dimensionality (Jain & Singh, 2018). It is essential to 

identify the most important risk factors related to the disease in medical diagnosis. Relevant 

feature identification helps remove unnecessary, redundant attributes from the disease dataset, 

giving quick and better prediction results (Spencer et al., 2020). This section aimed to identify 

significant features for malaria diagnosis both in low and high-endemic areas of Tanzania. To 

archive the primary goal, the two questions were answered. First, the features and their 

importance would vary for high and low-endemic regions.  

The malaria diagnosis dataset was used to produce three different feature sets. The first feature 

set was derived by applying the features selection to a dataset consisting entirely of patients 

from the Kilimanjaro region (low endemic area), the second from a dataset consisting entirely 

of patients from the Morogoro region (high endemic area), and the third from a dataset 

consisting of patients from both the Morogoro and Kilimanjaro regions (combined areas). This 

study employed a model-based feature selection approach to narrow the dataset to the most 

relevant features in diagnosing malaria. This technique relies on supervised machine learning 

algorithms to evaluate the significance of each feature. Model-based feature selection has two 

approaches: feature importance and selection from the model to select the most significant 

features (Brodersen et al., 2011). The random forest used the tree-based strategies used by 

random forests naturally ranks by how well they improve the purity of the node, which means 

a decrease in impurity over all trees (Lozano et al., 2021; Liang et al., 2020). This approach 

improved the purity of the node while naturally ranking and using tree-based tactics. The 

impurity decreases most noticeably at the nodes at the beginning of the trees and least 

noticeably at the nodes at the ends of the trees. Thus, pruning the trees below a specific node 

produced a subset of the most crucial traits. 

To minimize the complexity and improve the model's performance, the top 10 important 

features were selected for the regional datasets and 15 important features for the combined 

malaria dataset, as shown in Table 11. Both features were obtained from the feature selection 

methods and were employed for the models' development. The evaluation criteria applied is if 

the accuracy of the model trained using the dataset with the important features is higher than 

the full features dataset. The selected important features are considered significant for the 

classification of malaria and will be used for the malaria prediction model development.  
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After that the healthcare workers from all the study sites (Morogoro Regional Hospital. 

Mzumbe Health Centre, Mawenzi Regional Hospital and Majengo Health Centre) were 

consulted to assess and give their perspective on the important features of malaria diagnosis 

selected by the model. Apart from that, the healthcare workers were also asked on the feasibility 

of using the malaria diagnosis model in their work settings. As shown in Appendix 4, the six 

medical officers used the questionnaires to get a deep understanding of the knowledge of 

malaria diagnosis and disease management in general. This assessment focused on the 

evaluation of main, supporting, and severe symptoms of malaria and non-symptom-related 

factors that could contribute to malaria diagnosis.  

4.3.4 Prediction Classifiers 

After the dataset was described and pre-processed, features were selected based on different 

machine learning algorithms and the importance of every feature in the predictive variable was 

done. Then, machine learning classification algorithms were used to classify the patients with 

malaria and those who do not have malaria. The popular disease diagnosis machine learning 

classifiers, which are Logistics Regression (LR), K-Nearest Neighbour (KNN), Support Vector 

Machine (SVM), Decision Tree (DT) and Random Forest (RF), were used in model 

development. Finally, the machine-learning classifiers' performance for malaria diagnosis and 

feature selection was computed and compared to obtain the best performing model. 

4.3.5 Machine Learning Classifiers Validation 

The study used the repeated K-fold cross-validation (CV) method and four performance 

evaluation metrics. In repeated k-fold cross-validation, the data set was divided into k equal 

size of parts. The k – 1 group was used to train the classifiers, and the remaining portion was 

used to check the outperformance in each step. The execution was repeated a number of times 

to attain the optimum results. The process of validation was repeated k times. The classifier 

performance was computed based on k results. For CV, different values of k were selected. In 

this experiment, k = 10 was used because of its good performance and recommendations in 

many pieces of literature. In the 10-fold CV process, 70% of data were used for training, and 

30% were used for testing purposes. The process was repeated ten times for each fold of the 

process. All training and test groups instances were randomly divided over the whole dataset 

before selecting and testing new sets for the news cycle. At the end of the 10-fold process, 

averages of all performance metrics were computed. 
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4.3.6 Machine Learning Model Performance Evaluation  

Various performance evaluation metrics were used in this study to check the performance of 

the classifiers. First, a confusion matrix was used, and every observation in the testing set was 

predicted in precisely one box Table 1. Two matrix approach was deployed because there were 

two classes which were malaria positive (1) and malaria negative (0). Moreover, it gives two 

types of correct predictions of the classifier and two classifiers of incorrect prediction. Apart 

from that classification report was computed to get the classification accuracy, precision, recall 

and F1 score of the classifiers. From the confusion matrix, TP: predicted output as true positive 

(TP), it was concluded that the positive malaria subject is correctly classified and subjects have 

malaria. TN: predicted output as true negative (TN); it was supposed that a negative malaria 

subject is correctly classified and healthy. Predicted output as false positive (FP), it was 

concluded that a negative malaria subject is incorrectly classified as having malaria (a type 1 

error). FN: predicted output as false negative (FN), it was concluded that a positive malaria 

subject is incorrectly classified as the subject does not have malaria as the subject is healthy (a 

type 2 error). 

4.3.7 Development of Regional-Specific Malaria Diagnosis Models 

To develop a model that fitted the dataset and attained high prediction accuracy and the 

algorithm that works for all the regions were the factors that were considered in selecting the 

algorithm that can be used in feature selection and malaria diagnosis model development.  The 

final regional specific model was developed using the best performing machine learning 

classifier. The model’s performance with the selected important features was evaluated and 

presented. 

4.4 Result 

4.4.1 Feature Selection Results  

(i) Important features for high endemic area dataset 

For the Morogoro dataset (high endemic area), the most important features were the patient's 

age, fever, abdominal pain, visit date, dizziness, vomiting, headache, sex of the patient, general 

body malaise, and confusion, as shown in Fig. 12.  
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Figure 12:   Important Features with Random Forest in High Endemic Area (Morogoro) 

(ii) Important features for low endemic area dataset 

Headache, age, vomiting, visiting date, fever, general body malaise, joint pain, coughing, 

abdominal pain, and sex in the corresponding hierarchy as depicted in Fig. 13, were the most 

important features in the low endemic areas as represented by the Kilimanjaro dataset.  

 

Figure 13:   Important features with random forest in low endemic area (Kilimanjaro) 
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(iii) Important Features for combined areas dataset 

From the malaria diagnosis combined dataset, the most important features are residence area 

of a patient, fever, age of the patient, general body malaise, visit date, headache, abdominal 

pain, backache, chest pain, sex of a patient, vomiting, confusion, dizziness, coughing and joint 

pain as shown in Fig. 14.  

 

Figure 14:   Important features with random forest in combined dataset 

(iv) Categorical features correlation 

From the important features selected by tree-based methods, categorical features were treated 

numerically after encoding them. The important features selected are the patient’s residence 

area, visit date, sex and age. Then, the significance of each feature and the subset of these 

features to the target were computed using correlation analysis. While the sex of the patient 

shows no importance in diagnosing malaria in all the datasets, the residence area of the patients 

from the two regions showed a high significance in diagnosing malaria. Apart from that, the 

visit date is significant in diagnosing malaria. Therefore, the visit date variable was included 

in the dataset to identify if the time of the visit has any significance in the diagnosis of malaria. 

Basically, to confirm if there is seasonal malaria. For the Kilimanjaro region, January, 

February, May and August were more significant, while Morogoro, April, July, and October 

were more significant than other months. Furthermore, for the combined malaria dataset, 

January, April, May, August and October were significant to malaria diagnosis. Ages of 12 and 
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55 years showed significance in the malaria dataset, while ages of 2,15 and 55 years were more 

significant in Morogoro and Kilimanjaro regions.  

Table 11:   Regional based important features in malaria diagnosis 

Ranking   Full Dataset High Endemic Dataset  Low Endemic Dataset 

1.  Residence Area Headache  Age 

2.  Fever Age  Fever  

3.  Age  Vomiting Abdominal Pain 

4.  General Body Malaise Visit Date Visit Date  

5.  Visit Date Fever Dizziness  

6.  Headache General Body Malaise  Vomiting 

7.  Abdominal Pain Joint Pain Headache  

8.  Backache Coughing Sex 

9.  Chest Pain Abdominal Pain General Body Malaise 

10.  Sex Sex Confusion 

11.  Vomiting   

12.  Confusion    

13.  Dizziness   

14.  Coughing   

15.  Joint Pain   

Nevertheless, it was observed that the ranking of these features was different among datasets 

where some features which were considered to be the most significant to one region were not 

as substantial to another region, as shown in Table 11. Apart from that, features specific to a 

particular region, for example, Joint Pain and Dizziness symptoms, were only significant in the 

Kilimanjaro region. Muscle Pain and Confusion were only important in the Morogoro region. 

From the malaria diagnosis combined dataset, the most important features are the residence 

area of a patient, fever, age of the patient, general body malaise, visit date, headache, abdominal 

pain, backache, chest pain, sex of a patient, vomiting, confusion, dizziness, coughing and joint 

pain.  
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4.4.2 Important Features Validation: Healthcare Worker's Perspective 

The study revealed that medical doctors commonly use the main symptoms for malaria clinical 

diagnosis: fever, shivering, and headache. Furthermore, the doctors use nausea and vomiting, 

dizziness, loss of appetite, diarrhoea, joint pain, limpness, abdominal pain, and heartburn as the 

supporting symptoms for the clinical diagnosis of malaria. Moreover, according to medical 

doctors, malaria can also be identified using severe symptoms such as loss of consciousness, 

anaemia, jaundice, enlarged spleen, seizures, and shortness of breath if the disease is considered 

severe. The study finds that the more experienced doctors understand the disease more than the 

new doctors in the respective area of work. Also, severe malaria is clinically presumed when 

intensity increases among the observed symptoms. The residence area was significant among 

patients, and knowing the patient's travel history from low-endemic to high-endemic areas is 

essential in diagnosing malaria. Table 12  and Table 13 summarises the medical doctor’s 

perspective on malaria symptoms and factors for malaria diagnosis.  

The medical doctors also identified excessive vomiting, coca cola urine (urine with brown 

colour), confusion and loss of consciousness as some of the severe. All the doctors agree that 

age is significant, especially for children under five and adults below 35. The doctors also 

agreed that knowing if there was a family member of the patient who was diagnosed with 

malaria was important since it could have been for the disease to have been transferred to them 

by the insect. Seasonal malaria was approved by all the doctors as one of the important features 

in diagnosing malaria in both low and high-endemic areas. Also, the patient's occupation is 

important since some work environments are more prone to mosquitos and hence a danger to 

malaria. 
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Table 12:   Medical doctors' perspective on malaria diagnosis symptoms 

 Doctor 1 Doctor 2 Doctor 3 Doctor 4 Doctor 5 Doctor 6 

Working Experience 3 years 5 years 7 years 4 years 6 years 5 years 

Regions practiced Kilimanjaro 

Dar es salaam 

Tanga 

Kilimanjaro 

Shinyanga  

Mwanza  

Tanga  

Morogoro  

Morogoro 

Dodoma 

Shinyanga  

Arusha  

Morogoro  

Mbeya  

Kilimanjaro 

Dar es salaam 

Tanga 

Main Symptoms Headache 

Backache 

Vomiting  

Headache, Vomiting, 

High fever, Body 

Pain, 

Diarrhoea   

Fever, Headache  

Vomiting, Nausea 

Fever, Body pain, 

Headache, 

Vomiting  

Fever, Headache 

Sweating, Body 

pain  

Headache, Backache, 

Vomiting  

Severe Symptoms Dizziness  

Anaemia 

Confusion  

Excessive vomiting 

Yellow fever 

Paleness  

High fever, 

Vomiting, Anaemia, 

Conversion, Loss of 

consciousness, Coca-

Cola urine 

Confusion 

fainting  

Kidney failure 

Confusion,  

Loss of conscious  

  

  

 

 

Dizziness,  

Anaemia,  

Confusion  

Residence Area Yes  Yes (warm areas 

support parasite 

growth) 

Yes (awareness 

differ, the use of 

control initiative 

differs) 

Yes  Yes Yes  

Age Yes (children under 

5) 

No Yes (kids <5) 

 

Yes (<35) 

 

Yes  Yes (children under 5) 

Sex No  Yes (pregnancy) Yes (pregnancy) No  No  No  
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Table 13:   Medical doctors' perspective on other factors to be considered for malaria diagnosis 

Other Factors Doctor 1 Doctor 2 Doctor 3 Doctor 4 Doctor 5 Doctor 6 

History of Travelling 
Yes (low 

prevalence area) 
Yes  

Yes (from high to 

low) 
Yes  Yes  

Yes (low 

prevalence 

area)  

Using Control initiatives Yes No Yes  yes Yes  Yes 

Family member being sick Yes Yes  Yes  Yes  Yes  Yes 

Distance from the health 

facility 
Yes No  Yes  Yes  Yes  Yes 

Yearly season 
Yes (rainy 

season) 
No  Yes  

Yes (planting 

season) 
Yes  

Yes (rainy 

season) 

Occupation  

Yes (work 

during the night, 

farmers) 

Yes (eg drivers) Yes  yes Yes  

Yes (work 

during the 

night, farmers) 

Malaria prediction Model 

feasibility 

Yes, with 

concerns  

Yes, with 

concerns 

Yes, with 

concerns 

Yes, with 

concerns 

Yes, with 

concerns 

Yes, with 

concerns 

Reasons for Concerns  

Substitute the 

lab 

confirmation of 

the disease  

Substitute the lab 

confirmation of 

the disease 

Substitute the lab 

confirmation of 

the disease 

Substitute the 

lab 

confirmation 

of the disease 

Substitute the 

lab confirmation 

of the disease 

Substitute the 

lab 

confirmation 

of the disease 
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4.4.3 Machine Learning Classifiers Performance with Important Features 

(i) Classifiers Performance on Full Features with K-Fold Cross-Validation  

In this experiment, the five-machine learning classifiers were checked with 10-fold cross-

validation methods in full 35 features of the complete malaria diagnosis dataset as described in 

Table 10. While different parameter values were passed through classifiers, the mean of 10-

fold methods was computed.  

Table 14:   10-fold CV classification performance evaluation of different classifiers on 

malaria diagnosis dataset on full features 

 

Predictive Model 

Classifiers performance evaluation metrics (%) 

Accuracy AUC  Sensitivity  Specificity  Precision  

Logistic Regression 75 76 77 57 74 

K Nearest Neighbour 72 69 78 49 71 

Random Forest 79 80 82 69 71 

Support Vector Machine 73 75 74 61 71 

Decision Tree 72 72 85 58 77 

From this experiment with full features on a full malaria diagnosis dataset, Random Forest 

classifier showed overall good performance among other classifiers with a classification 

accuracy of 79%, AUC of 80%, Sensitivity of 82%, Specificity of 69%, Precision of 71% and 

recall of 76% as shown in Table 4. The specificity value of Random Forest was 69% showing 

the probability that a diagnostic test was negative and the person does not have malaria. The 

decision tree classifier has demonstrated exemplary performance on Sensitivity of 85%, 

precision of 77% and recall of 76%. The K-Nearest Neighbour classifier has underperformed 

on the Specificity of 49% and AUC of 69% but scores the Sensitivity of 78%, precision of 71% 

and accuracy of 72%. The Support Vector Machine achieved an accuracy of 73%, specificity 

of 61%, precision of 71%, AUC of 74% and Sensitivity of 74%. Apart from that, the Logistic 

regression classifier achieved an accuracy of 75%, specificity of 57%, precision of 74%, AUC 

of 76% and Sensitivity of 77%. The performance comparison on AUC, Specificity and 

Sensitivity among the classifiers is shown in Fig. 15.  
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Figure 15:   AUC, Sensitivity and Specificity performance of different classifiers on full 

features dataset 

(ii) Classifiers Performance on Selected Important Features with 10 -Fold Cross-

Validation 

The experiment was performed using only ten important features selected during the feature 

engineering process. In this experiment, all classifiers had high performance in all metrics 

compared to when the full features were used Table 15. For the Accuracy and AUC, the 

Random Forest classifier has the best performance with an accuracy of 82% and AUC of 83%, 

followed by the Logistic Regression classifier with an accuracy of 76% and AUC of 78%. 

Random forest and Decision Tree classifiers have the best 81% and 76% precision, 

respectively. These models confidently predict true negatives that 81% of the negative malaria 

prediction were healthy (with no malaria).  

Table 15:   10-fold CV classification performance evaluation of different classifiers on 

malaria diagnosis dataset ten important features 

 

Predictive Model 

Classifiers performance evaluation metrics  

Accuracy  AUC  Sensitivity  Specificity  Precision  

Logistic Regression 75 73 76 63 73 

K Nearest Neighbour 72 70 80 60 71 

Random Forest 82 83 84 74 81 

Support Vector Machine 74 75 75 58 71 

Decision Tree 74 73 85 54 76 

For the classification of confident true positive that does not classify a sick patient as a healthy 

person, Decision Tree performed well with a Sensitivity of 85%, followed by Random Forest 

with Sensitivity of 84%. In this dataset, Random Forest had an F1 score of 81%. Support Vector 
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Machine had the best performance on Specificity by 74%, while the KNN classifier performed 

the least in all aspects with the score of 72% accuracy, 70% AUC, 80 % sensitivity, 60% 

specificity and 71% precision. It was also established that the Logistic Regression classifier's 

accuracy and AUC dropped after selecting the important features. The average accuracy and 

AUC dropped from 76% and 75% to 75% and 73%, respectively, as shown in Fig. 16. This 

signifies that the dropped features dominated the predictive capacity of this classifier.  

(iii) Classifiers Performance on Selected 10 Important Features on Regional Datasets 

The ten selected important features from every regional dataset were checked on five machine 

learning classifiers with a 10-fold cross-validation method. The average AUC, Sensitivity and 

Specificity results for the Kilimanjaro dataset were presented in Fig. 17. The machine learning 

classifiers were trained and tested in phases with different features to see features that would 

bring the best performance. First, the classifiers trained and tested the three most important 

features. Then three important features were added, and the last four important features were 

fed. It was observed that the performance of the classifiers was good at the ten important 

features. Results of classification accuracy, AUC, Specificity, Sensitivity, Precision and F-1 

score on different graphs were used for better demonstration. These performance metrics were 

computed automatically.  

 

Figure 16:   AUC, Sensitivity and Specificity performance of different ML classifiers on 

important features of the whole Malaria diagnosis dataset 

In both experiments, Random Forest classifier has shown outstanding performance with 95% 

and 87% classification accuracy, 96% and 85% Sensitivity, 92% and 78% Specificity, 92% and 
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80% Precision, 97% and 86% AUC for Kilimanjaro and Morogoro respectively. This classifier 

has outperformed all the other classifiers in all performance metrics. The Decision Tree 

classifier performed second best to Random Forest, and its performance in the Kilimanjaro 

dataset is better than in the Morogoro dataset. While the classifier archived well with 92% 

classification accuracy, 91% Sensitivity, 80% Specificity and 80% Precision in the Kilimanjaro 

dataset, its Specificity and Precision was poor by 67% and 68% in the Morogoro dataset.  

For the Logistic Regression classifier, the classification accuracy scores, AUC and Sensitivity 

were good by 81%, 82% and 85%, respectively, for the Kilimanjaro dataset and 76%, 77% and 

74% for the Morogoro dataset, respectively. On the other hand, the classifier had an 

unsatisfactory performance on Specificity (65%) and Precision (65%) in Kilimanjaro dataset 

and 68% Specificity, 67% Precision for Morogoro dataset. K-Nearest Neighbour performed 

well on the same metrics as Logistic Regression in all the datasets. Unlike Logistic Regression 

and KNN classifiers, Support Vector Machine classifier had a pretty good performance in all 

metrics for all the datasets, as shown in Table 16. 

 

Figure 17:    AUC, Sensitivity and Specificity performance of classifiers on ten important 

features on Kilimanjaro dataset 

The main aim of conducting these experiments was to create a machine learning model that 

can classify patients correctly with malaria from healthy patients based on the symptoms 

presented and some of the patient's demographic information. When the classification accuracy 

of the classifiers was compared between the regional datasets, Random Forest was found to be 

the best classifier with 95% accuracy for the Kilimanjaro dataset and 87% accuracy for the 

Morogoro dataset, as shown in Fig. 19. 
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Figure 18:   F1 score comparison on the two regions' datasets 

The Sensitivity score of the classifiers in each dataset is shown in Fig. 20. Random Forests and 

Decision Trees classifiers showed a 96% sensitivity performance in Kilimanjaro. Morogoro's 

Random Forest classifier showed a good performance of 85% Sensitivity. The experiment also 

identified the harmonic mean between Precision and Recall (F 1 score), which tells how precise 

and robust the classifier incorrectly classified the true negative and truly positive. As shown in 

Fig. 18, the Random Forest classifier performed with a 90% F1 score in the Kilimanjaro region 

dataset and a 75% F1 score in the Morogoro region dataset, as also shown in the ROC plot in 

Fig. 21. The summary of performance of classifiers are presented in Table 16 and Table 17. 

The summary of excellent performance metrics results and best classifiers are presented in 

Table 18.  

 

Figure 19:   Classification Accuracy comparison in two regions dataset 
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Figure 20:   Classifier's Sensitivity comparison on the two regions' datasets 

 

 

Figure 21:   ROC plot for Random Forest performance evaluation 
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Table 17:   Summary of classifiers performance on Kilimanjaro dataset (%) 

Predictive Model Accuracy AUC Sensitivity Specificity Precision Recall F 1 

Logistic Regression 81 82 85 65 65 56 79 

K Nearest 

Neighbour 

84 89 89 68 68 69 82 

Random Forest 95 97 96 92 92 89 95 

Support Vector 

Machine 

83 94 88 70 70 64 92 

Decision Tree 92 91 96 80 80 89 91 

Table 18:   Excellent performance metrics results and best classifiers 

 

Datasets 

Accuracy 

(%) and 

the best 

classifier 

Sensitivity 

(%) and the 

best 

classifier 

Specificity 

(%) and the 

best 

classifier 

Precision 

(%) and 

the best 

classifier 

AUC (%) 

and the 

best 

classifier 

F 1 score 

and the 

best 

classifier 

Kilimanjaro 

Dataset 

95% 

Random 

Forest 

96% 

Random 

Forest and 

Decision 

Tree 

92% 

Random 

Forest  

92% 

Random 

Forest 

97% 

Random 

Forest 

95% 

Random 

Forest 

Morogoro 

Dataset 

87% 

Random 

Forest  

85% 

Random 

Forest 

78% 

Random 

Forest  

80% 

Random 

Forest 

86% 

Random 

Forest 

81% 

Support 

Vector 

Machine 

Combined 

Malaria 

Diagnosis 

Dataset 

 

82% 

Random 

Forest 

 

85% 

Decision 

Tree 

 

74% 

Random 

Forest  

 

81% 

Random 

Forest 

 

83% 

Random 

Forest  

 

79% 

Random 

Forest 

4.4.4 Development of Final, Regional-Specific Malaria Diagnosis Models 

The final regional-specific model was able to classify the previously unseen malaria diagnosis 

sets of data (testing sets) at an accuracy of 86% for the combined dataset, 84% for low endemic 

and 88% for high endemic areas. Although almost all the models attained high accuracy, as 

described in the preceding paragraphs, the study adopted a combination of RF and DT as a 
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feature selection method and model development since these two algorithms showed the best 

prediction accuracy, respectively. Random forest was selected for feature selection because it 

was robust and had high performance. Random forest is considered a robust model based on 

its ability to do an intensive search of features that can maximize prediction accuracy. Random 

Forest and Decision Tree were adopted for model selection because this study aimed at 

modelling the decision-making process for the patients who have presented malaria. Decision 

Tree naturally has been constructed specifically for modelling decisions. The aim of this study 

is to make the decision on whether the patient has malaria or not based on the symptoms and 

non-symptomatic features presented therefore, we found that DT is coherent in presenting the 

relevant information and so relevant to our study to make the decision needed. These two 

models’ representation style gives a decisionmaker alternative solutions and possible choices, 

making it easier to make a well-informed choice. Decision Tree uses ‘what if’ thoughts for 

decision-makers to scrutinise certain choices' possible risks and benefits. Additionally, both 

DT and RF accommodate nonlinear relationships compared to other models. Therefore, the DT 

was used to depict the variables or combination of variables with the most predictive power in 

malaria diagnosis. The study used Gini Index value way of splitting a decision tree. The Gini 

Index or Impurity measures the probability for a random instance being misclassified when 

chosen randomly (Afzali & Karnon, 2014; Kingsford & Salzberg, 2008; Puspitasari et al., 

2022). This measures the impurity value of a split condition (Tangirala, 2020). The Gini value 

ranges from 0 (highest purity) to 0.5 (high impurity). The lower the Gini Index, the better the 

lower the likelihood of misclassification (Kingsford & Salzberg, 2008). Formula for calculating 

Gini index Gini=1−n∑i=1(pi)2 where: ‘pi’ is the probability of an object being classified to a 

particular class. 

(i) Models to Predict Malaria in Low Endemic Areas (Kilimanjaro Dataset) 

In Kilimanjaro, out of 36 variables, ten (10) were selected by a Random Forest algorithm to 

build a model with a prediction accuracy of 84%. The final form of the decision tree model 

with a maximum depth of four (4) is shown in Fig. 22. Overall, the age of the patient, having 

presented headache and fever symptoms, the month of the year when the symptoms where 

observed (May and January) and abdominal pain showed the highest predictive power 

compared to other features in Kilimanjaro. The results showed that only a specific combination 

of features can determine whether a patient has malaria. For example, patients who were <5 

years, had headaches and visited the health facility in May are malaria negative while patients 
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who are above 5 years, and presented the signs of headache and their visit date is not May are 

malaria positive. Also, the tree shows that the patients will be malaria positive if they present 

the signs of headache and observe these symptoms in any month but May and September. 

Another positive diagnosis is observed in patients with general body malaise with a not-so-

strong Gini value of 0.4.  

(ii) Models to Predict Malaria in High Endemic Areas (Morogoro Dataset) 

The same as the Kilimanjaro dataset, in this dataset, 10 important features were selected with 

an RF algorithm to build a model which obtained a prediction accuracy of 88%. The final form 

of the decision tree model with a maximum depth of 4 is shown in Fig. 23. Fever, age, the 

month of visit (April and February), muscle pain and vomiting showed the highest predictive 

power compared to other features in Morogoro. The decision tree showed that only a specific 

combination of features could determine whether a patient has malaria rather than a single 

symptom. The tree shows the Fever and age of the patient and the month the symptoms were 

observed to be dominant to malaria-positive patients. Other symptoms are Muscle pain, 

vomiting and abdominal pain. For example, patients who presented signs of fever, aged 

between 5 and 22 years and visited the health facilities in January and April are likely to be 

malaria positive.   

(iii) Models to Predict Malaria using a Combined Malaria Diagnosis Dataset 

(Morogoro and Kilimanjaro) 

As for the combined dataset, 15 important features were selected using the same algorithm to 

build a malaria diagnosis model. The malaria diagnosis model acquired a prediction accuracy 

of 86%. The combined dataset was computed to represent the country in general since it carries 

both low and high endemic areas. Figure 24, shows the final form of the decision tree model 

with a maximum depth of 4. The residence area of the patients, fever, abdominal pain, back 

pain symptoms and age of the patients are the features that showed the highest predictive power 

in the diagnosis of malaria in the combined malaria diagnosis dataset.  For example, some of 

the rules that were observed from the tree are for patients that: (a) Reside in Majengo, they are 

of age 40 and above, and they have neither backache nor fever (Gini value 0.114), (b) Reside 

in Majengo or Mzumbe, they are age 40 and below, and they don’t have fever (Gini value 0.2) 

(c) Reside in Majengo, with fever, no abdominal pain, and they age below 55 (Gini value 

0.145).  
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(iv) Malaria Prediction Model Performance 

The dataset performance was also computed using a Random Forest Algorithm since the 

algorithm has been widely used to improve the accuracy of predictive models (Geldof et al., 

2020; Shaikhina et al., 2019). Table 19 summarises the results obtained on the models’ 

performance. As stated above, models were built and tested based on the top 15 significant 

features for the combined dataset and 10 significant features for the regional dataset selected 

by features selection methods. In predicting malaria, the two models had a high performance 

with prediction accuracy of 96%, 99% and 98% for the Kilimanjaro, Combined and Morogoro 

datasets, respectively.  

Table 19:   Models’ performance for predicting malaria. The results are accuracies 

obtained by models developed (Decision tree (DT) and Random Forest (RF)) 

using different sets of important features selected (%) 

Datasets Random Forest (RF) Decision Tree (DT) 

Low Endemic Area (Kilimanjaro) 96 84 

High Endemic Area (Morogoro) 98 88 

Combined (Kilimanjaro & Morogoro) 99 86 
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Figure 22:   Decision tree for low endemic area (Kilimanjaro) 

  



 74 

 

Figure 23:   Decision tree for high endemic area (Morogoro) 
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Figure 24:   Decision tree for combined malaria diagnosis dataset 
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4.5 Discussion 

Accurate, affordable, timely diagnosis is vital for properly managing any disease. In most 

developing countries, adequate diagnosis of malaria has been a challenge due to the lack of 

testing equipment, insufficient personnel to run diagnostic tests, and patients’ self-medicating 

(Sissinto et al., 2019; Gutema et al., 2011; Kajeguka et al., 2017). Using patient symptoms and 

demographic characteristics, this study illustrates the efficacy of supervised learning models in 

diagnosing malaria in Tanzania's low and high-endemic areas. The study identified important 

features that have predictive power in malaria diagnosis, and these features align with the signs 

and symptoms identified in Tanzania’s malaria treatment guidelines. The study also showed 

that the machine-learning model exhibited high predictive accuracy in diagnosing malaria 

using the identified important features.   

The study discovered that not only some of the symptoms have significance in the diagnosis of 

malaria but also non-symptoms such as the residential area of the patient, sex and age have 

significance in the diagnosis of malaria. As depicted in Table 11, the difference in the level of 

important features for different regions signifies that each region is unique even though they’re 

in the same country and should not be treated the same. The difference can be due to 

geographical location, which can enhance the rate of disease transmission. Apart from the 

difference in the level of importance, the experiments showed significant features in one region 

but no significance in the other. For example, coughing and joint pain are significant for malaria 

diagnosis in Morogoro. Still, they have zero significance in Kilimanjaro, while dizziness and 

confusion are important in diagnosing malaria in Kilimanjaro and not in Morogoro. It has also 

been noted that certain months of the year are particularly important in malaria diagnosis, as 

this is when most patients seek medical attention for malaria-related symptoms. We focus on 

the months surrounding and including the rainy season. The World Health Organization's 

guidelines on how to prevent the spread of malaria align with the results of this study. Climate 

factors such as rainfall, temperature, and humidity can all impact mosquito populations and, 

thus, transmission. According to research conducted by Chandramohan et al. (2002), Ngasala 

et al. (2008) and Nkumama et al. (2017) in many regions, transmission is seasonal, with a surge 

during and soon after the rainy season. It is possible for malaria epidemics to break out in 

locations where there is little to no immunity to the disease if the weather or other 

environmental factors suddenly favour transmission (WHO, 2020). The World Health 

Organization (WHO) and the malaria treatment guidelines for Tanzania's mainland both 
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recommend using parasitological confirmation of suspected malaria cases as a diagnostic 

criterion for patients of all ages exhibiting fever, headache, joint pains, malaise, vomiting, 

diarrhoea, body ache, weakness, poor appetite, pallor, and an enlarged spleen (Michael & 

Mkunde, 2017).  

The healthcare workers revealed that the severity of the symptoms observed and the duration 

to which the symptom was observed is very important in knowing the intensity of the disease. 

It was also revealed that knowing the travel history of the patient is important especially for 

the patients who live in the low endemic area if they have travelled to the area with high malaria 

rate since the chances of contracting the disease high. Apart from that knowing if there was a 

family member of the patient who was diagnosed with malaria was important since it could 

have been for the disease to have been transferred to them by the insect bite. Seasonal malaria 

was approved by all the doctors as one of the important features in diagnosing malaria in both 

low and high-endemic areas. Also, the patient's occupation is important since some work 

environments are more prone to mosquitos and hence a danger to malaria. With these 

discoveries, gives an opportunity to improve the attributes of the malaria diagnosis features. 

For example, adding the travel history and the intensity of the observed symptoms might 

improve the malaria prediction accuracy.   

Six well-known machine learning classifiers, such as Logistics Regression (LR), K-Nearest 

Neighbour (KNN), Naïve Bayes (NB), Support Vector Machine (SVM), Decision Tree (DT) 

and Random Forest (RF), were used in cooperation with RF a feature selection classifier. In 

regional and combined datasets, Random Forest showed overall good performance compared 

to other classifiers with an accuracy of 79%, AUC of 80%, Sensitivity of 82%, Specificity of 

69%, Precision of 71% and recall of 76%, followed by Decision Tree. Furthermore, all models 

performed highly with selected important features except the Logistic Regression recorded 

lower AUC and accuracy. In addition, the Random Forest classifier has shown strong 

performance in predicting malaria in both regions. Although the random forest algorithm is 

considered a black box because the information is hidden inside the model structure, this study 

adopted it as a feature selection algorithm due to its robustness, execution speed, and intensive 

searching procedure. Similar findings were described in the studies conducted in Senegal and 

Burkina Faso, indicating that random forest is a promising classifier with high accuracy in 

forecasting malaria in the named settings (Harvey et al., 2021; Yadav et al., 2021). Based on 

the test performance of the models, which in this study were DT and RF, demonstrated that 
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despite the malaria diagnosis's complexity, machine learning could capture features and model 

malaria diagnosis differently. The good prediction accuracy attained by classification models 

signifies that all the features selected among the regions and model development algorithms 

were useful in their rights. However, differences in the selected features for each dataset signify 

that these regions are different even if they are in the same country. Hence, searching for the 

appropriate features per region and understanding the domain science behind disease 

management is also important.  

This study adopted a combination of RF and DT for feature selection and model development. 

Decision Tree algorithm was used to define classification rules for modelling malaria diagnosis 

decisions led this study to identify very useful patterns. The results showed that decision tree 

rules developed in this study showed that a specific combination of features could determine 

whether a patient has malaria rather than a single symptom. The successful prediction of 

malaria using a decision tree aligns with the studies by Ilyas et al. (2021), Serpen (2016) and 

Tekale et al. (2018) which attained a good prediction accuracy in classifying chronic kidney 

disease. Another study by Kajungu et al. (2012) used a decision tree successfully to model drug 

prescription practices in Tanzania. Based on the RF classification results obtained, the model 

has proven to be the most efficient algorithm for the classification of heart disease and therefore 

it is used in the proposed system. The study by Paul et al. (2022) and Polan et al. (2021) used 

the RF model to predict heart disease and other diseases. In general, RF and DT which are tree-

based classifiers are considered to be the best classifiers to make medical decisions and for 

these classifiers performance in this study proves that.  

Based on the studies done in Tanzania by Ngasala in 2019 had 95% accuracy of microscope in 

diagnosing malaria. Even though the microscope has been considered to be the golden standard 

for testing malaria parasite and is expected to have a diagnosis accuracy of 100% some studies 

have reported the drop in accuracy in different settings. Compared to the developed model 

which had a similar accuracy performance in predicting malaria. The results obtained from the 

two models proved that machine learning could relieve this burden of presumptive treatment 

of malaria by providing a high-accuracy disease prediction model that doesn’t require 

expensive equipment or trained personnel, just patients' signs and symptoms for the patients 

that seek treatment at facilities without the recommended equipment or personnel for 

parasitology tests and those visiting pharmacies for medication without testing can be better 

assessed for the probability of disease before treatment.  
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4.6 Conclusion  

This study developed a regional-specific malaria predictive model used in malaria diagnosis 

based on clinical symptoms and demographic data.  Our study demonstrated that clinicians 

could use the model to detect new malaria cases in a clinical setting, provided patients’ 

symptoms and demographic features are available when parasitology testing is unavailable. 

Furthermore, the study demonstrated that using the right machine learning classifiers and 

important features for each dataset is useful in predicting the disease correctly. For future 

studies, results from this study will be a necessary step in designing a decision support system 

through the developed model, which will be more suitable for people who cannot access 

laboratory-based diagnosis tools or the health facility before any treatment. The scope of this 

study is restricted to identifying the key indicators for malaria prediction. For instance, if 

patient data for the attributes utilised are available, a clinician's pharmacist can use the model 

developed in further study and with various people to detect malaria in new patients.  
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CHAPTER FIVE 

MALARIA PREDICTION MODEL VALIDATION 

5.1 Introduction 

The best-performed model in this study was trained using an unseen dataset collected from the 

same health facilities as the training dataset to validate the malaria diagnosis model. Model 

validation in machine learning is comparing a trained model to a testing data set to determine 

whether the model successfully achieves its intended goal (Wang & Zheng, 2013). After model 

training, model validation is done to assess and identify the best-performing model. There are 

two basic methods for model validation: (a) in-sample validation, which tests data from the 

same dataset used to develop the model, and (b) out-of-sample validation, which tests data from 

a new dataset not previously used to build the model (Gill, 2022). The dataset used to create 

the training set was the same one from which the testing dataset was created. The major goal 

of using the testing data set is to evaluate a trained model's capacity for generalisation. The 

model's deployment forecast accuracy was examined after the malaria diagnosis model was 

successfully trained and demonstrated to provide accurate data. Models that have been 

thoroughly validated are resilient enough to accommodate different real-world scenarios 

(Datatron, 2022; Wang & Zheng, 2013).  

5.2 Validation Process with unseen malaria diagnosis dataset 

The model validation process was performed using a new set of unseen datasets of the patients’ 

records treated with malaria in 2019 in the study's two regions (Kilimanjaro and Morogoro). 

The unseen dataset can be defined as all types of data that a model has never learned before 

(Alhamid, 2020). The validation dataset had a total of 700 patient records with 36 variables 

where 459 records are from Morogoro region and 223 are from Kilimanjaro region. The dataset 

was curated from the four health facilities which included a similar set of variables to the 

malaria diagnosis datasets used to develop and train the developed model as shown in Table 

10. The datasets for model validation were also pre-processed as explained in preceding 

sections. The best-performed algorithms that were selected to develop models. The well-

performed models were tested in a validation dataset to assess the models' robustness and 

reduce the model's overfitting. Decision Tree and Random Forest were used for modelling. The 

model development process followed all procedures required for model development as 

elaborated in preceding sections 4.3.2 to 4.3.7. The model was then evaluated based on its 
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prediction accuracy, sensitivity, specificity, and F1-Score. The main aim of this second model 

validation process was to check the robustness of the developed model through the use of other 

datasets with similar characteristics and also to validate if the classifiers can be referred to and 

adaptable enough to develop other models with new datasets.  

5.3 Validation Results 

5.3.1 Description of Unseen Malaria Diagnosis Dataset 

Malaria patients’ distribution according to the laboratory-confirmed results of positive or 

negative as obtained in the patient's records, residence area, age of patients, patients visiting 

month and sex from the unseen malaria diagnosis dataset is as seen in Fig. 25, Fig. 26 and Fig. 

27. This description makes a better understanding of the dataset.  

 

 

 

Figure 25:   Frequency of residence area and age of the patient 
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Figure 26:   Frequency of patients based on their visit month 

 

Figure 27:   Patients distribution based on their Sex 

5.3.2 The validated important features 

The malaria diagnosis dataset was divided into a low-endemic area, a high-endemic area and a 

combined dataset. The model selects the most important features for each subset of the 

validation dataset as shown in Fig. 28, Fig. 29 and Fig. 30. The random forest model selected 
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almost the same features but the level of importance differs in each region. For example, in the 

combined dataset; visit date, age, fever and abdominal pain were the most important features 

in the diagnosis of malaria while age, visit date, residence area and sex of the patient are 

important in high endemic areas. The model scored 99% accuracy on training data but the score 

dropped a little bit on a testing data.  

 

Figure 28:   Important features in the two regions 

 

Figure 29:   Important features in low endemic area 
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Figure 30:   Important features in high endemic areas 

It was observed that in the high endemic area age of the patient, visit date and the residence 

area of the patient had high significance in malaria diagnosis. Other important features are 

fever, headache, abdominal pain, general body malaise, gender of the patient and vomiting.  

5.3.3 Model performance on validation dataset 

The validation process used the best-performing classifiers which are Random Forest (RF) and 

Decision Tree (DT) to test and validate its robustness using the unseen malaria diagnosis 

dataset. Both Random Forest and Decision Tree classifiers performed well with the unseen 

dataset. Random Forest attained a prediction accuracy of 74%, Precision of 75%, Recall score 

of 84%, roc_auc of 83% and F1 score of 79%. Decision Tree scored a prediction accuracy of 

72%, precision of 77%, recall of 77% roc_auc of 71% and f1 score of 76% as shown in Fig. 31 

and Fig. 32. 
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Figure 31:   Prediction Accuracy and F1 score for the validation dataset 

The classifiers performed well in predicting that the test results will be positive when the 

disease is present (true positive rate) by 93% and 91% for RF and DT respectively. Apart from 

that the probability that a test result will be negative when the disease is not present (true 

negative rate) 

 

 

Figure 32:   Precision and recall scores for the validation dataset 

Generally, the models showed a good performance in classifying sick patients from healthy 

ones. DT had a 98% of true positive classification while RF has a 98.5% of true positive 

classification as depicted in Fig. 33.  
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Figure 33:   Confusion matrix of DT and RF on a validation dataset 
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CHAPTER SIX 

CONCLUSION AND RECOMMENDATIONS 

6.1 Introduction  

In the previous chapters, the results of the study objective have been given, discussed, 

interpreted and compared with relevant literature. This chapter presents the concluding remarks 

from the research findings, study contribution, and future research directions. This study aimed 

to develop a malaria diagnosis machine learning model using patients’ symptoms and 

demographic features in a resource-poor country like Tanzania, where self-medication and 

presumptive treatment are highly practised. Furthermore, the study provided scientific 

evidence of the important features or indicators in the malaria diagnosis drawn from the malaria 

diagnosis dataset, that malaria diagnosis features vary from place to place based on their level 

of endemicity. Therefore, the significance of one feature in one place is not the same in the 

other place. Additionally, this study provides insight that machine learning can diagnose 

malaria using the patients’ clinical symptoms and demographic features. The significant 

findings, outcomes and recommendations of all three specific objectives of the study are 

summarised in this chapter.  

6.2 Summary of the Study Findings  

6.2.1 Characterisation of malaria diagnosis records 

Characterisation of the malaria diagnosis dataset was the first objective of this study which 

aimed to investigate the state of malaria diagnosis records and explore malaria patient records 

to identify different variables that are significant in malaria diagnosis and create a malaria 

diagnosis dataset from malaria patient records that can be used in training, testing and 

validation of the machine learning-based malaria diagnosis model. Self-medication with anti-

malaria drugs is significant when malaria-related symptoms are observed, especially in high-

endemic areas. Malaria case management in Tanzania is typically insufficient due to a shortage 

of diagnostic equipment like microscopes and non-compliance with standard malaria treatment 

standards, even though more than 80% of the population lives within 5 kilometres of a health 

centre providing malaria treatment. When malaria-related symptoms are noticed, it is crucial 

to investigate the patient's travel history and whether or not there is a visitor in the home who 

recently returned from a high-endemic location. Finally, the malaria diagnosis datasets were 
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created from the curated malaria patients’ records. The datasets included the Low endemic 

dataset (Kilimanjaro region), high endemic dataset (Morogoro region) and a combined dataset 

(Kilimanjaro region & Morogoro region).  

6.2.2 Development of machine learning model for malaria diagnosis 

The second objective intended to develop machine learning for malaria diagnosis using 

patients' symptoms and non-symptomatic features. To attain high prediction accuracy for this 

model the identification of features with predictive power was done. It was discovered that not 

only some of the symptoms have significance in the diagnosis of malaria but also non-

symptoms such as the residential area of the patient, sex and age, have significance in the 

diagnosis of malaria. The difference in the level of importance of the malaria diagnosis features 

for different regions signifies that each region is unique even though they’re in the same 

country, and their patients should not be observed the same. The identified malaria diagnosis 

criteria by WHO match the features identified in this study, proving that the model that will be 

developed will support the given malaria treatment guideline. The trained models attained the 

highest performance accuracy with the selected important features. Overall, the features' 

ranking differed among the regional datasets due to geographical location, which enhances the 

rate of disease transmission. 

After selecting these important features for malaria diagnosis, the second objective 

demonstrated the success of using supervised learning models in diagnosing malaria using 

patient symptoms and demographic features. The machine learning classifiers in this study had 

different performances when exposed to the three classifiers. In the regional datasets, it was 

observed that Random Forest was the best classifier, with 95% prediction accuracy for low 

endemic datasets and with about 87% of prediction accuracy for a high endemic dataset. In the 

ability of a classifier to correctly identify patients with a disease, both Decision Trees and 

Random Forests classifiers attained an equal performance of 96% in low endemic areas. But in 

high endemic areas, only Random Forest classifier performance well with an accuracy of 85%.  

In both datasets, Random Forest (RF) showed overall good performance compared to other 

classifiers. RF had a correct predictions rate of 79%, Precision of 71% and recall of 76%. Apart 

from that this model distinguish between the positive and negative patient by 80% and it has 

82% of true positive rate. Furthermore, all models had a high performance with selected 

important features except the Logistic Regression recorded lower AUC and accuracy. In 
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important feature selection, Random Forest and Decision Tree confidently predict true 

negatives that 81% of the negative malaria prediction were healthy (with no malaria).  

With the two high-performing machine learning classifiers (RF and DT) the malaria diagnosis 

model was developed. Decision Tree was used to depict the decision rules towards the 

classification of malaria patients and RF was used to improve the prediction accuracy since it 

uses many decision trees to predict. The results showed that only a specific combination of 

features can determine whether a patient has malaria rather than just one feature. In predicting 

malaria, the two models had a high performance with prediction accuracy of 96%, 99% and 

98% for the Kilimanjaro, Combined and Morogoro datasets, respectively.  

With these results the regional specific model for malaria diagnosis was developed and belived 

that patients who are not sick from malaria will be correctly identified and wont be prescribed 

with antimalaria drugs even though they have observed malaria related symptoms.  

6.2.3 Validation of the developed machine leaning model for malaria diagnosis  

Lastly, the study validated the obtained results by subjecting the best performed models which 

are Random Forest and Decision Tree to an unseen malaria diagnosis dataset. Generaly two 

models obtained high accuracy in predicting malaria. The models performance attained, proved 

that the algorithm used for modelling in this study were robust enough even to a new set of 

data. Apart from that medical doctors were interviewed to assess on the feasibility, 

performance, computational complexity, impact and awareness of using machine learning 

based model to improve malaria diagnosis in Tanzania. The important features obtained in this 

study align with the most significant symptoms and non symptoms identified by the medical 

doctors. This shows a great feasibilty of using this model for malaria diagnosis.  

6.3 Contributions of the Study 

6.3.1 Scientific Contributions  

Machine learning can relieve malaria mismanagement by providing a high-accuracy disease 

prediction tool that doesn’t require expensive equipment or trained personnel. Although 

microscopic blood slides and rapid diagnostic tests are widely available, several challenges 

were identified, including self-medication and presumptive with antimalaria drugs and 

presumptive treatment of malaria. To get the best prediction accuracy of a model, applying 
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feature selection methods to the malaria diagnosis dataset is a key procedure to perform. To 

have a regional-specific malaria predictive model used in malaria diagnosis based on clinical 

symptoms and demographic data is essential since every region have a specific characteristics 

and for precise prediction of the disease.  

6.3.2 New knowledge added from the study 

The study has added value to the body of knowledge of machine learning, e-Health and ICT 

on dealing with proper disease management in resource-poor settings using ML techniques. 

While several studies have suggested that using clinical symptoms in prediction of malaria is 

not a practical idea, the experiments performed in this study proved the feasibility of using 

clinical symptoms and patients' demographic information to predict malaria using machine 

learning classifiers.  

6.4 Recommendations 

6.4.1 To the government and policymakers 

Towards the efforts of reducing drug resistance, the results of this study can be used by the 

policymakers and the Ministry of Health for the better management of malaria by developing 

a simple tool that will be used to predict if a patient is sick before administering anti-malaria 

drugs. The tool can be very useful to health facilities that lack testing tools and drug dispensing 

outlets such as pharmacies and drug stores. Furthermore, this study's findings can inform the 

government of the potentiality of using machine learning in managing other diseases and 

predicting different health situations for early intervention. Also, the study can raise public 

awareness of significant malaria symptoms and patient features in diagnosing malaria at early 

stages within Tanzanian societies vulnerable to malaria and reduce the rate of self-medication 

and presumptive treatment in the country. Apart from that, the study recommends the 

establishment of an electronic patient records management system so that data curation and 

accessibility are easy and reliable.  

6.4.2 To the practitioners  

For the medical doctors this model will asist them on their diagnosis process, especialy in the 

areas where laboratory comfimation is unavailable. In a clinical setting, this study 

demonstrated that clinicians can use the model to detect new malaria cases provided that 
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patients' symptoms and demographic features are available when the laboratory test is 

unavailable. The model developed can ensure that patients who seek treatment at facilities 

without the recommended equipment or personnel for parasitology tests get confirmation of 

having malaria or not before getting any treatment. Furthermore, for the drug dispensing outlets 

this model which will be more suitable for people who seeks for drugs but cannot access the 

laboratory-based diagnosis tools or access the health facility before any treatment. To the 

researchers this study paves a way to explore malaria diagnosis data available in the health 

facilities  

6.5 Limitation of the Study  

Results of this study, however, are subject to certain limitations. First, our sample is restricted 

to patients' records extracted from the patient's files in the selected health facilities. The 

additional potential limitation is that the developed models were based on the data obtained in 

the four health facilities in two regions. Therefore, we can not generalise our results to the 

entire country's population. The second potential limitation is that the developed models were 

based on the data collected in 2015-2019, where the recommendation given in this study may 

not reflect current practices. Apart from that the use of symtoms and no-symptomatic features 

is the symptoms depends on how th and that can be challenging if they are not reported 

correctly. Apart from that to the severity of the symptoms is another important aspect in 

distinguishing servere malaria which is not recorded well in the patients files. Despite these 

limitations and recommendations, the achieved outcomes remain significant to the study area 

and the collected malaria diagnosis dataset.  

6.6 Future Research 

Based on what has been done in this study, research on machine learning for malaria diagnosis 

can be extended to provide a broader understanding of dynamics related to malaria diagnosis 

and machine learning. More studies to include more regions and enlarge the dataset for 

improving the model's performance and inclusivity. The study developed a malaria prediction 

model using Random Forest and decision tree which are both tree-based models, in future 

studies could combine the two models or include more models to improve the performance of 

the prediction of malaria. Also in the future studies, results from this study will be necessary 

step in designing a malaria diagnosis decision support system through the developed model. 

Apart from that malaria diagnosis models need to be updated with the current malaria diagnosis 
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datasets since the state of the disease changes overtime such as the rate of endemicity within 

regions. The dataset should also include more fetures such as weather information. Furthermore 

future researches can extend to other diseases that are related to malaria and have high rate of 

self medication and presumptive treatment.  
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Appendix 2: Malaria Patients Records Collection Form 

 

  

 

Study title: MACHINE LEARNING MODEL TO IMPROVE MALARIA DISGNOSIS IN A RESOURCE POOR COUNTRIES LIKE TANZANIA 

DATA COLLECTION TOOL 

S/

N 

Age Sex Date Of 

Visit 

Residence 

Area 

No of Visits 

For Malaria 

Cases in 6 

months 

Symptoms 

Observed  

Test Taken Results obtained Drugs Prescribed 
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THE NELSON MANDELA 

AFRICAN INSTITUTION OF SCIENCE AND TECHNOLOGY 

(NM-AIST) 

 

 

 

 

 

Direct Line: +255 272555070 

Mobile Phone: +255272970005 

Fax: +255 272555071 

E-mail:  deancocse@nm-aist.ac.tz 

  

 

 

 

 

Tengeru 

P.O. Box 447 

Arusha, TANZANIA 

Website:  www.nm-aist.ac.tz 

 

Study title: MACHINE LEARNING MODEL TO IMPROVE MALARIA DISGNOSIS IN A 

RESOURCE POOR COUNTRIES LIKE TANZANIA 

Instructions 

Complete this questionnaire by checking the right answers or filling the right answer in the space 

provided 

Demographics Information 

1. Area of residence  

o Village or Ward): …………….………. 

o District : …………….……….…… 

2. Gender 

O Male0 

O Female1 

3. Age (Years) 

o 5- 18 

o 19 – 45 

o 46+ 

4. Occupation ……………………………………………………. 

5. Education Level 

o Primary School Level 

o Secondary School Level 

o Higher Learning (Collage& University) Level 

School of Computational and Communication Sciences and 
Engineering 

 
 

Appendix 3: Questionnaire Used for Patient’s Survey 

http://www.nm-aist.ac.tz/
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o Professional Education 

o Non- Educated  

MALARIA DIAGNOSIS  

1. Have you been diagnosed with malaria in the past three months? 

O Yes1 

O No0 

2. Did you any malaria related symptoms in the past three months? 

o Yes1 

o No0 

3. If yes, how many times have you been diagnosed with malaria in the past three months? 

o 1 time 

o 2 times 

o 3 times 

o More than 3 times 

4. Have been diagnosed with  

5. Did you get any treatment for such diagnosis of malaria-related symptoms? 

O Yes1 

O No0 

6. If yes, what type of treatment did you get? 

o Traditional Treatment 

o Anti-Malaria Drugs § § 

o No treatment 

7. If you were given anti-malaria drugs, what was the medication given? 

………………………………………………………………………………………………… 

8. If you use traditional treatment what treatment do you use? 

……………………………………………………………………………………………….. 

9. Do you use any of the following malaria control initiatives? (check the initiatives used) 

o Insecticides Treated Nets 

o Insecticides Spray 

o Malaria Vaccine  

o No use of anti-malaria initiatives 

10. If not, what are the reasons for not using any of the malaria control initiatives? 

………………………………………………………………………………… 

11. What are the common malaria symptoms you get when you feel like you have malaria? 

o High fever  

o shaking chills that can change from moderate to severe  

o Profuse sweating when the fever suddenly drops  
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o Fatigue (being fatigued) 

o Headache  

o Muscle aches/pain 

o Abdominal discomfort /Diarrhea 

o Nausea,  

o vomiting  

o Dizziness 

o  Delirium and confusion.  

o Problem breathing 

o Kidney failure 

o Severe anaemia 

o Yellow discolouration of the skin 

o Low blood sugar  

o Bloody Stool 

o Seizure  

12.  Have you travelled out of your residential area for the past three months? 

O Yes1 

O No0 

13. If yes, where did you go? ………………………………………………………………………….. 

14. For how long? ……………………………………………………………………………………. 

15. Did you get malaria again shortly after you had been treated? 

O Yes1 

O No0  
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This interview aims to gain knowledge on the perception of the medical practitioners on 

management of malaria specifically   the study focuses on symptomatic and asymptomatic 

factors for malaria amongst patients in both low and high endemic areas in Tanzania. 

Interview questions  

1. What is your experience in the practice? 

a. Less than 3 years 

b. 3 years to 10 years 

c. More than 10 years 

2. Current working region (location)? 

Response: ………………………………… 

3. What Regions of Tanzania have you worked in the past? 

Response: 

……………………………………………………………………………………………… 

4. Have you treated malaria patients in you work experience? 

o YES 

o NO 

5. If yes what is your general experience in the preliminary observation, diagnosis and 

treatment? 

Response: 

………………………………………………………………………………………… 

6. What do you identify as the main malaria symptoms? 

a. Main symptoms (MS):  

Response: 

…………………………………………………………………………………

…… 

b. Supporting Symptoms (SS):  

Response: 

…………………………………………………………………………………

…… 

Appendix 4: Questionnaire Used for Medical Doctors Survey 
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c. Severe Symptoms (SVS)|:  

Response:       

………………………………………………………………………………………

… 

7. Duration of observing the symptoms vs temperature current readings? 

Response: 

…………………………………………………………………………………………

…… 

8. Non-symptomatic – related factors 

Hints:    

a. Area of Residence ………………………………………………………… 

b. Age ………………………………………………………………………… 

c. Sex ………………………………………………………………………… 

d.  History of Travelers to an endemic area for the patient or family member 

……………………………………………………………………………… 

e. Non-use of malaria initiatives/ bed net use 

……………………………………………………………………………………… 

f. Pregnancy …………………………………………………………………… 

g. History of family member suffering from malaria 

……………………………………………………………………………………… 

h. Yearly climate seasons/ weather conditions 

……………………………………………………………………………………… 

i. Distance from residential areas to the health facilities 

…………………………………………………………………………………… 

9. Do malaria symptoms vary from location to location? 

▪ YES 

▪ NO 

10. If yes, what is the variation?  

Response:………………………………………………………………………………

…………………………………………………………………………………… 

11. In your own opinion, which of the symptoms, when observed, results in a possible 

positive malaria diagnosis? 
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Response: 

…………………………………………………………………………………………

…………………………………………………………………………………………

………………………………………………………………………………………… 

12. If a tool was created to simplify the work of health facilities workers, what are the 

most significant functions/ criteria it must have in diagnosing malaria? 

Response: 

…………………………………………………………………………………………

…………………………………………………………………………………………

…………………………………………………………………………………………

………………………………………………………………………………………….. 
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Appendix 5: Python code that were employed for features selection 
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Appendix 6: Python code that was employed for regional model development 
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