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Abstract—Researchers have shown that practical mobile 

communication channels introduce errors that are 
concentrated in a certain locality rather than random 
errors. These are burst errors caused by deep fading of 
the wireless channel or a lightning strike. The existing 
Viterbi Algorithm (VA) capable of correcting random 
errors is inefficient in correcting burst errors and 
therefore resulting in unacceptable amount of residual 
errors. This paper presents an assessment of Non- 
Transmittable Codewords (NTCs) enhancement 
technique to VA in decoding the received signals 
subjected to burst errors that may occur in poor channels. 
A hard decision, 1/2 rate and constraint length K is equal 
to 3 Viterbi Algorithm decoding technique, Binary Phase-
Shift Keying (BPSK) and Additional White Gaussian 
Noise (AWGN) are components used in MATLAB 
software based simulation when assessing the proposed 
technique. Applying 6NTCs to VA decoder enables the 
decoder to reduce 83.7 percent of its residual errors. 
However, the technique reduces the encoder’s data 
transmission rate from 1/2 to 1/6. 

Keywords-Locked Convolutional encoder; Bust errors; 
Residual errors; Non-Transmittable Codewords (NTCs); Viterbi 
Algorithm Decoding; Data Interleaver 

I. INTRODUCTION 

A pair of binary convolutional encoder and Viterbi decoder 
is one of the mostly used components in digital 
communication to achieve low error rate data transmission. 
Convolution codes are popular Forward Error Correction 
(FEC) codes in use today. This type of code was first 
introduced by Elias in 1955 [1], [2] . VA introduced in 1967 
[3], is known to be the maximum likelihood decoding 
algorithm of Convolutional codewords transmitted over 
unreliable channel [4]. VA is efficient in decoding random 
errors that occurred in a channel. However, the occurrence of 
burst errors in a received data block results in uncorrected or 
residual errors. Practical mobile communication channels are 
sometimes affected by errors which are concentrated in a 
certain locality rather than random errors [5]. These burst 
errors occur due to deep fading of the wireless channel or a 
strike of lightning in case of poor weather conditions or 

intensive interference with other radio communication 
systems in the environments [6].  

VA decoder can increase its error correction capability by 
increasing its constraints length (its memory size) [7]. 
However, increasing the memory size beyond 10 leads the 
decoder into prohibitive delay(not preferred by most real time 
applications) due to exponential growth of its decoding 
computation complexity [8], [2]. For decades, VA had been 
dealing with burst errors using an interleaving utility support. 
Without an interleaver, burst errors drive a viterbi decoder’s 
decision unit into a confusion state which leads the decoder 
into failure and thus resulting in residual errors [9]. 

The basic idea behind the application of interleaved codes 
is to shuffle the received data. This action leads to 
randomization of the received burst errors that are closely 
located and then apply the VA decoder. Thus, the main 
function done by interleaver at transmitter is to change the 
input symbol sequence. At the receiver, de-interleaver 
changes the received sequence to get back the original 
sequence as the one at transmitter. There are two main 
categories of Interleaver utilities in communication systems 
that are block and convolutional interleavers.  

Block interleaver just writes the received data row by row 
in a matrix and read them out for transmission column by 
column. Fig. 1 demonstrates how the block interleaver and 
de-interleaver work to jumble the received data and disperse 
burst errors. If a sufficient interleaver depth (number of rows 
in the interleaver/de-interleaver) is applied, then Interleaver 
successfully removes the effects of burst errors and turns 
them into controllable pattern of random errors by VA 
decoder. 
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Fig. 1.  Block Interleaver-De-interleaver 
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As it is clear from fig. 1, the columns are read sequentially 
from the interleaver. The receiver can only interpret a 
complete row when all the involved columns in the 
interleaver depth have arrived and not before that. In addition, 
receiver requires a considerable amount of memory in order 
to store the received symbols until all the involved rows in 
the interleaver depth have arrived. These facts raise two basic 
drawbacks to the technique, one is latency and another is the 
storage (large amount of memory). The mentioned drawbacks 
are of great concern and challenge to delay sensitive real time 
applications [10], [11].  

The recently introduced convolutional interleaver [12] is 
reported to have reduced large part of the mentioned 
drawbacks. However, it is important to note that the 
application of interleaver is necessary only when the involved 
code fails to deliver the required quality of error correction. 

This paper assesses a technique of using Non 
Transmittable Codewords (NTCs) [9] to support VA decoder 
in decoding burst errors. The rest of this paper is organized in 
the following manner: Section II briefly discusses the 
encoding and decoding process using 1/2 rate and constraint 
length K=3 binary convolutional encoder and the viterbi 
decoder. Section III discuses the assessed technique that 
enhance VA decoder in reducing number of residual errors 
when it receives burst errors for decoding.  Section IV 
describes the model used in building assessment simulation in 
MATLAB software. Section V discusses the results obtained 
from the simulation and section VI is a conclusion to these 
efforts. 

II. ENCODING AND DECODING PROCESSES 

Binary Convolutional Coding is a technique that adds 
binary redundancy bits to original bit or bits sequence to 
increase the reliability of data communication. In this part of 
the paper, is the discussion of a simple binary convolutional 
coding scheme at the transmitter and its associated VA 
(maximum likelihood) decoding scheme at the receiver. 

A. Encoding 

There are various binary convolutional coding schemes 
having a designing data rate of 1/2. Fig. 2 shows the 
architecture of binary convolutional encoder with designing 
data rate 1/2, constraint length K=3 and generator polynomial 
is [7, 8]8 which is equivalent to [111, 101]2. 
 

+

+

INPUT

(k bits/sec )

OUTPUT

(2k bits/sec )

[111]2   

XOR

[101]2
XOR  

Fig. 2. Binary Convolutional code with Rate 1/2, K=3, Generator 
Polynomial [111, 101]2 

Designing data rate, constraint length and generator matrix 
specifies the convolutional encoder. In this regards the 

consideration is on the simplest encoder that has the 
following features:  Rate: Ratio of the number of input bits to the number of 

output bits. In this encoder, rate is 1/2 that means there 
are two output bits for each input bit.  Constraint length: The number of delay elements in the 
convolutional coding. In this encoder, K=3 where there 
are two delay elements (in memory) plus a single input 
bit.  Generator polynomials: These refer to the wiring of the 
input sequence with the delay elements to form the 
output. In this example, generator polynomials are [111, 
101]2. The output from the [111]2 arm uses the exclusive 
OR (XOR) of the current input, previous input and the 
previous to the previous input. The output from the 
[101]2 uses the XOR of the current input and the 
previous to the previous input only.  

Table 1 demonstrates the encoding process by showing the 
relation between the input and output bits and their 
corresponding encoder state transitions. The binary 
convolution encoding process usually starts when the encoder 
is at all zero state (i.e. 00). Suppose we want to encode the 
following stream of bits {1-1-0-1…}, it is obvious that when 
we pick the first input bit (i.e. 1) and the initial encoder state 
is all zeros (i.e. 00) then table 1 leads us to line SN. 2 where 
the input data is one (i.e. 1) and current state is all zeros (i.e. 
00). This line indicates that the next state to be used is one-
zero (i.e. 10) and the decoders output is one-one (i.e. 11). 
Following the same scenario one can see that encoding {1-1-
0-1…} results into {11-01-01-00…}as output codewords and 
the encoder goes through the following state transitions (00-
10-11-10-10…).  

TABLE I. INPUT, OUTPUT AND STATE TRANSITION RELATIONS 

*S/N Input  
Data 

Current 
State 

Next 
 State 

Output  
Data 

1 0 00 00 00 
2 1 00 10 11 
3 0 10 01 10 
4 1 10 11 01 
5 0 01 00 11 
6 1 01 10 00 
7 0 11 01 01 
8 1 11 11 10 

*SN : means a row serial number 

B. Decoding 

VA decoding is a dynamic programming algorithm for 
finding the correct path from a number of given paths. The 
decoding process starts from all zeros (i.e. 00) state and opens 
out to other states as the time goes on. Therefore, State and 
trellis diagrams describe the internal operations of the Viterbi 
decoder. Fig. 3 is a state diagram of the decoding rate 1/2 and 
constraint length K=3 Viterbi decoder showing the allowed 
state transitions during the decoding process. 

To make the explanation easy, a hard-decision symbol 
inputs is applied and thus Hamming Distance (HD) metric 
weighs the path branches. HD is a bitwise comparison 
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between a pair of received codeword from a channel and 
allowed codewords from the decoder at that particular time 
interval. 
 

10/0

10/101/000/1

11 /1
01/1

S0 S1 S2 S3

00 /0

11 /0Key:

Node content corresponds to a shift register contents: 

  S0= 00, S1=01, S2=10 and S3=11.

Branch path label:

 v1v2/u -input/output(Codeword/Data)    

 
Fig. 3 Allowed state transition diagram of 1/2 decoding rate and Constraint 

length K=3 Viterbi Algorithm decoder 

There are two ways of calculating  HD [8] to find 
codeword’s bits similarities and differences. In this paper 
codewords’ bits similarities method is used. Therefore, 
similar bits are granted a value (i.e.1 HD) and non-similar 
bits have a zero value (i.e. 0 HD). In this case, results in each 
pair of comparison can be zero, one or two HDs. Fig.4 shows 
the calculation of HDs of each branch in each time interval 
and results are put in round brackets (i.e. (x)). After obtaining 
HD the algorithm continues as follows:  Using a relation in (1) to recursively calculate 

Cumulative Branch Metrics (CBM) in each time interval 
t by adding the obtained HD(t) to the CBM(t-1) in each 
path and put results in a square bracket (i.e. [x]). Note 
that, for the time interval t=1 there is no CBM(t-1) , thus 
its value is zero.  
 

)1()()1()( HDCBMCBM ttt
 

 

  At each node, find the path having the highest CBM up 
to time t by comparing CBMs of all paths converging to 
that node. In this step, decisions are used to recursively 
update the survivor path of that node. Equation (2) shows 
how the survivor path is obtained. 
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  Eventually when the decoder terminates at time interval 
t, survivor paths leading to each node are compared to 
obtain a Winning Survivor Path (WSP). Equation (3) 
shows this relation. If more than one node has the same 
highest WPM then one of them is randomly selected and 
data are extracted from it. 
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Figure 4 is a trellis diagram of 1/2 decoding rate and 

constraint length K=3 Viterbi decoder demonstrating the 
discussed steps. The same codewords obtained in subsection 
A of this part {i.e. 11-01-01-00…} are assumed to have been 

received with a bit error in the second bit of its third 
codeword {i.e. 11-01-00-00…}. 
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Fig. 4 Trellis diagram of 1/2 decoding rate and Constraint length K=3 Viterbi 
Algorithm decoder 

III. NON TRANSMITTABLE CODEWORDS ENHANCEMENT  

Non transmittable Codewords (NTCs) technique can be 
applied at the data receiving machine where data encoded by 
a locked convolutional encoder arrives to be decoded by a 
VA decoder [9]. There are two different ways of locking a 
1/2 rate and constraint length K=3 convolutional encoder. 
The methods include either adding two zero bits (i.e. 00) to 
the encoder after every data bit to be encoded (for the lower 
end locked encoder) or adding two one bits (i.e. 11) after each 
data input bit (for the higher end locked encoder) [9]. All 
examples and simulation in this paper applies a lower end 
locked 1/2 rate and constraint length K=3 convolutional 
encoder. Fig 5 shows the locking process. Lock bits reset a 
decoder to all zeros state after every data input bit. Suppose 
we have {1, 1…} as binary data stream ready for the 
encoding process. Fig. 5 shows the encoder locking process 
where letter “D” stands for a data bit or bits, and “L” stands 
for the integrated lock bits. 
 

     
...}001001{...}11{

LLDLLD

locking

D

  
 

Fig.5. 1/2 rate and K=3 Convolutional encoder locking Process 

After the encoding process, all codewords corresponding 
to both data and lock bits are transmitted over a noisy channel 
to the receiving machine. This fact lowers the data 
transmission rate of the encoder from 1/2 to 1/6. NTCs are 
known all zero codewords for the lower locked convolutional 
encoders that are added to the received codewords to channel 
to enhance the VA decoder in correcting the received errors  
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Fig.6. 1/2 rate and K=3 Convolutional encoder locking and 2NTCs addition process 

 
successfully. NTCs can be added as a one, two, three 
codewords and so on; to each codeword corresponding to 
data bit. Suppose an example in fig. 5 {i.e. 1-0-0-1-0-0…} 
were encoded using the procedure discussed in table 1, the 
following codeword stream {11-10-11-11-10-11…} could be 
obtained for transmission. Fig. 6 demonstrates how 2NTCs 
are integrated to the received codewords corresponding to 
both data and lock bits before the received codewords are 
submitted for decoding. After the decoding process, all bits 
corresponding to the received lock codewords and the added 
NTCs are removed and the remaining data are submitted for 
use. In fig. 6 a letter “D” indicates a codeword corresponding 
to data bit, letter “L” is a codeword corresponding to lock bit 
and “N” is the added NTC. 

IV. MODEL DESCRIPTION AND SIMULATION  

This work, evaluates error correction capability of VA 
decoder and the Enhanced VA (EVA) decoder supported by 
NTCs. Both VA and EVA decoders, decode codewords from 
the same 1/2 rate and constraint length K=3 binary 
convolutional encoder. However, the encoder is locked using 
the discussed technique for the EVA decoder to enable it to 
utilize the technique described in section III of this paper.  
The number of residual errors from both the decoders forms a 
performance comparison factor between the two decoders. 
Therefore, a decoder with less residual errors is identified.  

The Performance Measure of error correcting capability of 
the implemented codes is also given by Bit Error Rate (BER), 
which is obtained by the number of erroneous bits divided by 
the total number of transmitted bits. BER is affected by 
several factors including quantization technique used, noise 
in the channel, energy per symbol to noise ratio (Es/No), code 
rate, and transmitter power level [13]. In their work [14], 
Akyildiz and colleagues showed that BER is directly 
proportional to the code rate and inversely proportional to 
energy per symbol noise ratio and transmitter power level. 
The use of a proper decoder that corrects errors controls the 
increase in BER in transmitted data. The difference in BER 
that can be achieved by using error correction codes to that of 
uncoded transmission is known as coding gain. 

A MATLAB software simulation that follows the 
procedures described in a block diagram described in fig. 7 
performs the following:  Generation of random binary data (i.e. 0 and 1) ;  Addition and removal of  encoder lock bits and 

NTCs for the case of  EVA;  Encode binary data using rate 1/2, generator 
polynomial [7,5]8 Convolutional code;  Passing codewords through a noisy channel;  Modulate and demodulate the codeword signals 
using hard decision technique for decoding process; 

 Pass the received coded signals to Viterbi decoder 
and Enhanced Viterbi decoder;  Counting the number of residual errors from the 
output of Viterbi decoder and Enhanced Viterbi 
decoder; and   Repeating the same for multiple Signal-to-Nose 
Ratio (SNR) values 

All the comparisons assume that both the algorithms have 
the same execution time. Table 2 shows the list of all 
parameters chosen for simulation. 

TABLE II. SIMULATION PARAMETERS 

Parameter Value 
Data length 106 
Constraint Length (K) 3 
Generator polynomial (7,5)8 
Rate (r) 1/2 
Encoder lock bits 2 zero bits (i.e. 00) 
NTCs 1,2,3,4,5,6,7,8,9,10,11,12 
Modulation/Demodulation BPSK 
Noise model AWGN 
Quantization Hard Decision 
Path evaluation Hamming Distance Metric 

A. Implementation of Codes 

Figure 7 illustrates the procedure of encoding and 
decoding in a communication system, where randomly binary 
generated data from binary data source are sent directly to the 
binary convolutional encoder and data that will be decoded 
by EVA are sent through the lock bit addition node before 
they are submitted to the encoder.  Codewords from the 
encoder are submitted to the discrete channel.  
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Fig. 7 Binary communication system block diagram used in simulation 
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The discrete channel modulates and demodulates the sent 
signal using Binary Phase-Shift Keying (BPSK) where zero 
bit (i.e. 0) is mapped to (-1) and one bit (i.e. 1) is mapped to 
(+1) and back, after the modulation signals are then released 
to the Additive White Gaussian Noise (AWGN) channel. 
Adding AWGN to signals in the transmission  channel 
involves generating Gaussian random numbers, scaling the 
numbers according to the desired energy per symbol to noise 
density ratio (Es/N 0), and adding the scaled Gaussian random 
numbers to the channel symbol values. 

Received codewords from the discrete channel are ether 
sent to VA decoder directly or routed through NTCs node for 
adding NTCs. After decoding both lock bits and bits 
corresponding to the added NTCs are removed from data 
stream. Eventually, data obtained from the two streams (VA 
and EVA) are compared with the original generated data to 
determine the number of residual errors in each SNR value. 

B. Performance Measure 

The theoretical uncoded BER using a relation in (4) is used 
to compare the code gain [7]. Where, Eb/No is expressed as a 
ratio of the involved factors; and “erfc” is a complementary 
error function in MATLAB software. For uncoded channel, 
Es/N0 = Eb/N0, since there is one channel symbol per bit. 
  4)/(*5.0 0NEerfcBER b  

 
However, the coded channel uses a relation (5) in the 

simulation.  
    52log10// 1000  NENE bs  

 

V. RESULTS  AND DISCUSSION 

This section presents performance comparison between the 
VA and EVA decoders basing on their error correction 
capability in terms of BER and the residual errors. Fig. 8 
compares the BER of uncoded channel, VA and 6 NTCs-
EVA. Table 3 presents the counted residual errors from both 
VA and 6NTCs-EVA and the improvement obtained in each 
SNR value. 

A. Code gain 

It is clear from fig. 8 that 6NTC-EVA decoder has the 
lowest BER curve with the highest constant code gain of 2 dB 
almost over all SNR values. While the VA decoder has 
highest BER (above theory uncoded) below 4dB and it is 
persistently higher than that of 6NTC-EVA. The minimal VA 
code gain is minus two (-2) dB. It is important to note that, 
around and below 4 dB, VA has a negative code gains 
because VA faces difficult in decoding burst errors in this 
area. However, 6NTCs-EVA performs better than both VA 
and the theory-uncoded curves with a difference of more than 
2dB. It can also be observed that, The VA and 6NTCs-EVA 
curves are far apart in lower SNR values (let say below 4 dB) 

and tend to come closer and closer as SNR values increase. 
This is because there are more errors generated in low SNR 
values which results in burst errors and create a great 
challenge to VA decoder. As the SNR value increases, few 
and random errors are generated and therefore VA decoder 
gains error correction power. 
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Fig.. 8.  BER performance for theory-uncoded; VA and EVA in BPSK and 

AWGN 

B. Residual Error  

Table 2. Compares residual error obtained from the 
simulation between VA and 6NTCs-EVA. The results show 
that, 83.7 percent of total residual errors occurred in VA were 
corrected by applying 6NTC to the EVA. Averagely, 84.3 
percent of residual errors that occurred in and below 4 dB in 
VA were successfully corrected by 6NTC-EVA decoder 

TABLE III. VA VERSUS 6NTCS-EVA RESIDUAL ERRORS 

Eb/No, 
dB 

VA 
Residual 
Errors 

6NTCs-
EVA 

Residual 
Errors 

Data Error 
Recovery 

Improvement 
(Bits) 

Data Error 
Recovery 

Improvement 
(Percentage) 

1 198187 34407 163780 82.6 
 

2 129604 20417 109187 84.2 
3 72308 10650 61658 85.3 
4 32492 4824 27668 85.2 
5 11581 1985 9596 82.9 
6 3094 571 2523 81.5 
7 614 127 487 79.3 
8 110 16 94 85.5 
9 7 2 5 71.4 
10 0 0 0 0.0 

Total 447997 72999 374998 83.7 
 

C. Impact of Various NTCs Values on EVA 

NTCs can be added as one, two, three codewords and so 
on. Fig. 9 shows that the increase in number of NTCs to EVA 
has an increasing impact on the decreasing rate of the number 
of residual errors. It further shows that, there is no significant 
reduction of residual errors with the further increase in the 
number of NTCs after 6 NTCs. These results concur with the 
explanation given by researchers in their work [9] 
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Fig. 9 Impact of NTCs to EVA 

VI. CONCLUSIONS & RECOMMENDATIONS 

This paper presented and assessed the NTCs-enhancement 
technique to Viterbi Algorithm at the receiving machine. The 

EVA is used to recover distorted codewords from a noisy 
channel. The decoder at the receiving machine recovers 
erroneous received codewords from a 1/2 rate, constraint 
length K is equal to 3 convolutional encoder at the sender 
point. MATLAB software was designed where a hard 
decision modulation and demodulation schemes using Binary 
Phase-Shift Keying (BPSK), Addition White Gaussian Noise 
(AWGN) were implemented. The simulation results showed 
83.7 percent overall improvements in reducing residual errors 
when 6 NTCs were applied to VA decoder. This is a very 
significant improvement to VA decoders. The enhanced VA 
can be used in industries that demand for error free 
transmission such as telemedicine. However, the technique 
lowered the encoder’s data transmission rate from 1/2 to 1/6. 
Further research of the proposed technique is highly 
recommended to show the impact of the technique in 
different platforms and applications using Viterbi Algorithm.  
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