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ABSTRACT

Energy is an important element in realizing the interrelated socio-economic development of
countries. In an attempt to develop long term energy demand and supply patterns that would enable
the country meet her growing energy demand sustainably using the current and future available
energy resources, a study of its own kind was carried out. The analysis of the influential indicators
in the determination of energy demand based on the selected socio-economic and environment
indicators preceded the study. Artificial neural network-multilayer perceptron (ANN-MLP),
multiple linear regression (MLR), and support vector machine for regression (SVR) techniques
were employed in the analysis. The findings depicts a strong relationship between energy
indicators and energy demand for Tanzania. The energy indicators model showed greater accuracy
in the prediction of energy demand as compared to economic and environment indicators models.
ANN-MLP, MLR and SVR techniques reached satisfactory prediction results though ANN-MLP
produced the most accurate predictions.

The long-term energy demand simulation for a study period 2010-2040 was done using the Model
for Analysis of Energy Demand (MAED). The simulation involved case study scenarios to mimic
possible future long-term energy demand based on socio-economic and technological
development. Simulated results suggest an exponential growth of the total final energy demand
with electricity demand shift from household dominance towards industry and service sectors
describing changes in the lifestyles. Nevertheless, the electricity demand growth rate has been
shown to be greater than that of energy demand describing more mechanisation in the industry and
service sectors. Final energy demands per capita shows an increasing tendency while there is a

decrease in energy intensity suggesting energy efficient measures.

Long-term energisation plan was achieved through a bottom-up modelling approach using Model
for Energy Supply Strategy Alternatives and their General Environmental Impacts (MESSAGE).
Least-cost results showed dominance of hydro, coal, geothermal and natural gas as possible supply
options for future electricity generation. Though these energy resources are locally available and
give least-cost advantages, their combinations is heavily skewed to the non-environmental friendly
resources. Optimised results indicate, without interventions in promoting renewable energy, its

influence in power generation will remain insignificant and therefore recommends policies



formulations to ensure significant contribution. Finally, the results have established that it is
feasible to have a sustainable and economical supply of energy for Tanzania that will meet her
energy demand and ensure an optimized option for short, medium and long term energisation plans
using currently available energy resources.
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CHAPTER ONE

INTRODUCTION

1.1 Background Information

Energy is an essential input for sustainable development of nations. Exponential increases in
energy demand has been witnessed in the past decades following the start of industrial
development and globalization (Suganthi and Samuel, 2012). In developed and developing
countries, energy plays an important role in socio-economic advances despite its subsequent
impacts on global sustainability (Seow and Rahimifard, 2011; Van Ruijven et al., 2008).
Significant number of studies have established the existence of the relationship between energy
and economic development such as that of Akinlo (2008), Ozturk (2010) and Sadorsky (2010).
Linkage between energy and economic growth has been equaled to other factors of production
such as land and capital in Chontanawat et al. (2008) and lkeme and Ebohon (2005). Energy
unlocks access to improved social services and thus boosts expansion of economic sectors such as
industries, service, transport, households and agriculture. Van Beeck (1999) Describes economic
growth as a reason for a rise in activities requiring energy; whereas any society growth path is
determined by energy accessibility (Martin, 1992). The expansion of economic sectors as a result
of energy accessibility describes a strong feed-back between energy and economy as stated by
Iwayemi (1998). In most cases, insufficient energy tends to hold back economic growth and

development, thus leading to negative changes in consumption pattern (Blum and Legey, 2012).

Energy models main purposes are to predict the future of energy demand and/or supply of a
particular nation or a region. Energy models work by assuming a certain number of boundary
conditions, for instance the growth in the demographic and economic activities, or projected
increases in energy prices on the international markets among many others (Herbst et al., 2012).
The models are in the same way applicable to simulate policy and technology options that may
possibly influence future energy demand and supply, and henceforth investments in energy
systems as well as energy policies. Since their inception in the early 1950s, models have been in
use as tools to improve and optimize energy systems and energy infrastructure across industrialized
countries. Energy modeling is considered useful because it is an efficient, feasible and necessary

means of understanding complex energy systems. It also provides a basis for the discussion of the
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nature of the problem, and if the model assumptions are expressed in an understandable form,
comparisons between different approaches can be made (Luukkanen, 1994). The rise of
macroeconomic energy models in the 1950s, was largely influenced by the needs and ambitions to
develop the industrial economy in industrialized countries (Karjalainen et al., 2014). However,
detailed techno-economic models sometimes referred as end-use models, were first developed as
an alternate approach to explain and predict energy demand/supply following the first oil crisis in
the early 1970s (Akins, 1973; Herbst et al., 2012). Acceptably, energy models have conventionally
modeled the technical features of the energy systems in relation to the world economy. Neo-
classical economics and the modernization theory dominated energy modeling assumptions in the
20th century (Luukkanen, 1994).

A review of energy models suggests existence of a large variety of classification approaches since
its development back in 1950’s. A widely held classification is as suggested in Grubb et al. (1993)
and Hourcade et al. (1996) for which energy models are distinguished by the use of analytical
approach top-down against bottom-up (end-use). Grubb et al. (1993) Describes a bottom-up
analytical approach as associated with an “optimistic” engineering paradigm. Bottom-up approach
provides an explanation of needs at a localized level such as household and more detailed analysis
from an engineering perspective (ibid.). On the contrary, top-down analytical approach is
associated with a pessimistic economic paradigm. Hourcade et al. (1996) describes top-down
analytical approach as useful “if historical development patterns and relationships among key
undelaying variables hold constant for the projection period”. Top-down models surpass in
providing an aggregate perspective and an economic-oriented view. Hybrid energy models mix
the bottom-up and the top-down approaches, and could improve understanding about and attempt
to overcome limitations of both approaches (Karjalainen et al., 2014). Another un-popular form of
energy model classification is that proposed by Hourcade et al. (1996) in which three dimensions
namely model’s purpose (ie. prediction, scenario analysis, back-casting), structure and input
assumptions are used to distinguish the models. A summarized general distinction between top-
down and bottom-up analytical approaches as derived from various studies including Van Beeck
(1999), Herbst et al. (2012), Catenazzi (2009), Grubb et al. (1993), Bhattacharyya and Timilsina
(2009), McFarland et al. (2004) and Hourcade et al. (1996) is depicted in Table 1.1.



Table 1.1: Bottom-Up models vs. Top-Down models

Bottom-Up Models

Top-down Models

Engineering approach

Economic approach

Incorporate high degree of technological details

Lacks technological details

Deliver detailed information of energy demand/supply

Deliver generalized information of energy demand/supply

Independent of observed market behavior

Based on observed market behavior

Does not tend to favor monetary related policies only

Tend to favor monetary related policies

Use disaggregated data for exploring purposes

Use aggregated data for forecasting purposes

Considers discontinuities in historical trends

No discontinuities in historical trends

Considers potential for efficiency improvement (regards
technically most efficient technologies)

Underestimate potential for efficiency improvement
(dis-regards technically most efficient technologies)

A further review of energy models based on top-down and bottom-up classification suggests the
existence of a large variety of approaches in use. Figure 1.1 shows a summarized distinction of
energy models based on a simple approach as derived from Craig et al. (2002), Armstrong (2001),
Brown et al. (2001) and Bhattacharyya and Timilsina (2009). A summarized distinction of energy
models based on sophisticated approach as derived from Catenazzi (2009), Nathani et al. (2006),
Tintner (1953), de Vries et al. (1999), Kemp-Benedict et al. (2002), (Mundaca and Neij, 2009)
and Herbst et al. (2012) and Merven et al. (2013) is shown in Figure 1.2.
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Figure 1.1: Distinction of energy demand models based on simple approach
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Energy demand growth depends much on economic development, which in turn influences factors
such as industrial development, demographic and life-style changes, technology advances and
others. Figure 1.3 portrays the relationship between economic development and energy demand in
consuming sectors. Population growth and other demographic issues, for instance employment
level and income growth, influences energy demand and thus have an impact on energy intensity.
When the population becomes well-off, energy demand and therefore energy intensity may well
rise due to the increased energy-consuming equipment and appliances. Advances in technology
also influence energy demand and therefore energy intensity as new technologies improve

efficiency attracting more penetration thus increasing energy demand.
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Figure 1.3: Economic development and energy demand relationship



The relationship between energy and socio-economic development indicators has been the subject
of interest to energy analysts. The energy-indicators relationship and their varied levels of
influences in determination of future energy demand have been shown to exist in a number of
studies. The results from these studies have shown varied results across methodologies as detailed
in Soytas and Sari (2003) and Mozumder and Marathe (2007) studies. The relationship between
energy and influential indicators were used to determine the accurate predictions tools using
different approaches including machine learning such as in Yu et al. (2012) and AbuAl-Foul
(2012). Likewise, a number of studies have applied different modeling approaches in
understanding of future energy demand and supply modeling. Modelling approaches have
previously successfully assisted in the design of enhanced sustainable utilization of limited energy
resources with the considerations of the possible effects to environmental quality in a number of
countries. These approaches have been adopted by many countries spurred by its previously
success in realizing the expected output such as in Hainoun et al. (2010) and Ryabchenko et al.
(2013).

Long-term energy demand customarily has an upward trend owing to the economic and
demographic growth as shown in a number of studies including Ekonomou (2010); IEA (2013b)
to name a few. The expected energy demand increase in Tanzania is also attributed to population
growth mostly in urban areas and economic expansion (UN, 2013; UNDP-WHO, 2009) as a result
of investments coming into the economic sectors such as oil and gas, service, agriculture, and
mining. Volatile energy markets and supply challenges makes modeling of energy demand and
supply patterns in Tanzania a very important issue in meeting expected increases. Meeting energy
needs is essential in sustaining population growth and economic expansion with the competing
demand over energy resources considerations. Presently, the country’s energy status is in an
unbalanced state accompanied by recurrent energy shortages such as electricity (MEM, 2013b;
Mwampamba, 2007). Other forms of energy services such as biomass are constrained (Malimbwi
and Zahabu, 2005). Previous experience in meeting energy needs for accelerating economic
growth through the use of biomass have caused climatic challenges such as deforestation (Felix
and Gheewala, 2011; Mwampamba, 2007). It is a well-known fact that deforestation reduces the
amount of evapotranspiration (Costa and Foley, 2000; Li et al., 2007) which is the recycling of
moisture back into the atmosphere through plantation leaves. Evapotranspiration causes the air

that normally travels over deforested areas to be less humid leading to lower rainfall such as that
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observed in Loisulie (2010) resulting in rivalry over resources such as water for agricultural
activities (Casmiri, 2009).

Tanzania, being a Sub-Saharan African country, has enough energy resources to sustainably meet
its total needs but remains with the challenge of unequal dissemination and under-development
(IEA, 2014b). The challenge is resolvable and the benefits of success are huge through efficient
energy planning and management. Analysis and modeling of energy demand and supply patterns
is an approach towards energy planning and management. Effective energy planning and
management is vital for providing a stage for optimal energy supply with guaranteed reduction of
environmental impacts. The need to identify the relationship between energy demand and its
influential indicators coupled with the application of a bottom-up modeling approach in
understanding future energy demand and supply is overwhelming in the quest to achieve

sustainable development.

1.2 Research problem and justification

The expected worldwide increases in energy demand with the rising competing demand over
energy resources makes it necessary for Tanzania to address short to long term energy demand and
supply patterns for sustainable exploitation of resources. Inappropriate supplies policies and
investment decisions as is the case in most developing countries (Bhattacharyya and Timilsina,
2009) contributes to the lack of balance between energy demand and supply (Mohamed and
Yashiro, 2013). As suggested in Suganthi and Samuel (2012), energy planning through
understanding of the possible future trends is essential for economic prosperity and environment
security. In lieu of that, understanding of future energy demand and supply pattern in Tanzanian
economic sectors is essential because of multi-dimensional necessities. First, the sustainable
economic development of the country depends on adequate, affordable and secure energy services
for its quest to become a middle income country through implementation of Vision 2025 goals
(URT, 1999). Second, the country endowed with natural gas and coal potential and other energy
resources that could be harnessed to solve energy challenges resulting from experience with

limited energy resources dependence.



The review of relevant literature about energy in Tanzania resulted in observed gap in studies that
examined and used the relationship between energy and the corresponding influential indicators
to determine the prediction tools. Previous studies which tried to link energy and influential
indicators in the economy of Tanzania were the Granger causality test and Autoregressive
Distributed Lag (ARDL) bounds testing (Ebohon, 1996; Odhiambo, 2009). In Ebohon (1996)
causal directions between energy consumption and economic growth proxied by GDP and GNP
was established. In a similar study, Odhiambo (2009) used ARDL bounds testing to examine the
linkage between energy consumption and economic growth. Likewise, Nyoni (2013) adopted the
Cobb-Douglas function to analyse the correlation between economic growth and energy
consumption. The Granger- causality test in Nyoni (2013), showed the more energy consumption
the more the economy develops. Generally, these studies established the relationship between
economic growth and energy, which was shown to exist. The limitation with these studies is that
they did not attempt to determine prediction tools for energy demand out of the relationship they
established.

Further review of relevant literature showed non-existence of studies that applied bottom-up or
top-down modeling approaches to examine and propose possible future energy demand and supply
patterns for Tanzania. The existing literatures on energy issues such as Msaki (2006), attempted
to demonstrate the need for nuclear energy inclusion into electricity generation. The study was
limited to electricity specifically installed capacity and did not consider thorough analysis in
diversification of energy resources coupled with economic growth trend for electricity generation.
Moreover, enormous discoveries of natural gas and coal were unknown by then and were not
incorporated into the study as alternative energy sources. Mohamed and Yashiro (2013) used a
combination of land-use characteristics, satellite image and household energy surveys to give a

generic overview of trends behind energy demand at household level.

The Power System Master Plan (PSMP) which was first released in 2008 (the latest update is the
2012 version) is another source of energy information with regards to Tanzania (MEM, 2012).
PSMP preparations used a combination of econometric and trend line approaches and is the only
Tanzanian official energy plan addressing the issues of electricity. PSMP has been in use to re-
assesses the short-term, mid-term and long-term generation and transmission plan requirements.

PSMP energy mix is composed of an enormous application of hydro and thermal generation using



predominantly heavy fuel oil (HFO), coal and natural gas. The limitation with PSMP is first, it
does not fully utilize several alternatives that are becoming progressively attractive to energy
planners worldwide (IRENA, 2012). Amongst these alternatives are the greater usage of non-hydro
renewable energy such as solar thermal, wind, solar PV, geothermal and biomass, which have been
increasing in significance worldwide. Second, PSMP does not show clearly how its demand are
met through modelling against assumptions such as environmental constraints, life styles changes,
technological options and how it curbs hydropower uncertainties. A similar case is also observed
in the Msaki (2006) study in which the largest composition is thermal generation without

consideration of non-hydro renewable energies.

In the pursuit to conduct this study, two important conclusions were drawn from the review of
relevant literature about energy in Tanzania. First, previous analysis of energy and influential
indicators to the economy of the country have been limited to the use of traditional statistical
methods without any indication of extension to the use of machine learning approaches such as
ANN, MLR and SVR. In lieu of that, it is therefore significant to carry out an extended analysis
using machine learning to find the level of influence of selected indicators that are closely linked
in the determination of energy demand. The level of influence of the selected indicators will enable

the determination of an accurate energy demand prediction tool.

Second, there is no substantiation of the use of bottom-up modelling approach for the management
and planning of energy demand and supply pattern in Tanzania specifically IAEA tools (MAED
and MESSAGE). MAED and MESSAGE are simulation and optimisation energy systems
modelling platforms categorized as bottom-up models. These models have successfully been
applied in the planning and management of energy demand and supply patterns. Following the
literature review, it is therefore important to take on studies with the use of bottom-up models as
the succeeding part of the dissertation objectives is to determine energy demand and its supply
pattern for successful medium to long-term energisation plan of the country. The choice of a
bottom-up modelling approach is based on the fact that the country is experiencing a rapid
economic growth with constantly changing circumstances. Bottom-up models are suitable as they
allow for scenarios and sensitivity analyses to cover-up such circumstances. Besides, the bottom-
up modelling approach allows for detailed description of the available energy conversion

technologies for both renewable and non-renewable resources. Moreover, the choice of MAED



and MESSAGE was spurred by their ability to allow for environmental impact assessment, and
the incorporation of a high degree of technologies details, among many other advantages, to give

a clear overview of different options and their consequences.

1.3 Objectives
1.3.1 General objective

The general objective of this research is to develop long-term energy demand and supply patterns
for Tanzania that would enable the country to meet her growing energy demand sustainably using

the current and future available energy resources.

1.3.2 Specific objective

In the course of the research, for the accomplishment of the general objective, fulfillment of the

following set of specific objectives were required:

i) To perform analysis of the influence of social, economic and environment indicators in the
energy demand of Tanzania;

i) To compare the performances of machine learning approaches in the analysis and prediction
of energy demand using social, economic and environment indicators;

iil) To simulate future energy demands under various scenarios and analyze the influence of each
scenario to energy demand;

iv) To model the energy resource mix to meet short, medium and long-term energisation plans for

Tanzania.

1.4 Research questions

To meet the objectives of the study, the following were the questions this research sought to

answer:

i) What are the likely influences of social, economic and environment indicators to energy
demand for Tanzania?

i) What are the possible future energy demands trends under various scenarios?

i) Is it feasible to have a sustainable and economical supply of energy to Tanzania that will meet
her energy demand and ensure for short, medium and long-term energisation plans using

currently available energy resources?

10



1.5 Scope of the study

The study examines and compares the relationship between energy demand and influential
indicators in the prediction of futuristic demand using machine learning approach specifically
ANN, MLR and SVR. It further compares the performances of ANN, MLR and SVR for
predictions of energy demand. The study finally applies MAED to predict future energy demand
and then applies MESSAGE to model supply options for electricity generation.

1.6 Significance of the research

From the aforementioned background information, it is obvious that significance of the research
benefits a number of interested parties in the field of energy. This study is expected to bring the

following positive outcomes:

0) The research findings add a body of knowledge to researcher and scholars that exists in the
analysis of the influence of socio-economic and environment indicators in the energy demand of
Tanzania. The research findings will further provide effective and accurate tools that can be
applied to predict long-term energy demand of the country using machine learning approach. From
a policy perspective, the use of machine learning approach will enable the relationship between
energy demand and the economic development to be identified so that energy conservation

measures may be taken appropriately.

(i) The research findings provide a platform for more comparative studies with similar or
different algorithms in determining the level of influence of socio-economic indicators and energy

usage in Tanzania.

(ir) The research finding provides vital information to policy analysts and decision makers on
possible future energy demand trends under various scenarios representing economic development
paths and the influence of each. The outputs from this research are anticipated to provide more
understanding of the relationship between energy and economic growth coherent with sustainable
development goals and objectives. Besides, the research finding provides a platform for the re-
assessment of energy systems in the country with a view toward planning energy programmes and

policies in the Tanzanian and global contexts.

11



(v)  The research finding provides vital information to policy analysts and decision makers into
energy resource Uutilization options that ensure access to adequate, affordable and secure energy
services considering wulnerability that may cause energy insecurity. Furthermore, the research
finding provides a platform for environmentalists to advocate the effective use of environmentally
friendly energy resources in reducing the impact of greenhouse gas (GHG) emissions and other

associated challenges in energy use.

1.7 Dissertation Organization

The organisation of this PhD dissertation is built on the papers which constitute the main modelling
parts. The dissertation modelling of energy demand and supply patterns in Tanzania follows a

framework as illustrated in Figure 1.4 and organized into seven chapters as follows.

i) Chapter One: The chapter covers the introduction of the study, which includes the
background information, research problem and justification of the study, the objectives of the

study, research questions and scope of study and significance of the research.

i) Chapter Two: The analysis of the relationship of economic, energy and environmental
indicators on the prediction of energy demand by the use of machine learning is the primary
focus of this Chapter. The content of this chapter forms a paper that uses artificial neural
network (ANN) and multiple linear regression (MLR) techniques to analyse and determine
the relationship of economic, energy and environmental indicators on the prediction of energy
demand.

iil) Chapter Three: The chapter analyses the relationship upon which economic, energy and
environmental indicators have on the prediction of energy demand. The content of this
chapter forms a paper that uses support vector machine for regression (SVR) technique to
analyse and determine the relationship of economic, energy and environmental indicators on

the prediction of energy demand.
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iv) Chapter Four: The content of this chapter forms a paper that uses bottom-up modeling
approach to model medium to long-term energy demand in the main economic activities
sectors using the Model for Analysis of Energy Demand (MAED).

V) Chapter Five: The chapter presents analysis through bottom-up modeling, energy supply
options for electricity generation using MESSAGE model.

vi) Chapter Six: The chapter analyses through bottom-up modeling approach the prediction of
the contribution of renewable energy sources into electricity generation in Tanzania.

vii) Chapter Seven: The chapter covers discussions of the main findings resulting from papers as

presented in chapters two, three, four, five and six.

viii) Chapter Eight: The chapter covers general conclusion and recommendations.
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CHAPTER TWO

ANALYSIS OF TANZANIAN ENERGY DEMAND USING ARTIFICIAL NEURAL
NETWORK AND MULTIPLE LINEAR REGRESSION!

2.1 Abstract

Analysis of energy demand is of a vital concern to energy systems analysts and planners in any
nation. This paper presents artificial neural network-multilayer perceptron (ANN-MLP) and
multiple linear regression (MLR) techniques for the analysis of energy demand in Tanzania. The
techniques were employed to analyze the influence of economic, energy and environment
indicators models in predicting the energy demand in Tanzania. Statistical performance indices
were used to evaluate the prediction ability of economic, energy and environment indicators
models using ANN-MLP and MLR techniques. Predicted response values of ANN-MLP and MLR
techniques were then compared to determine their closeness with actual data values for
determining the best performing technique. The results from ANN-MLP and MLR techniques
showed the best model for predicting the energy demand in Tanzania were from energy indicators
as opposed to economic and environmental indicators. The ANN-MLP prediction values had a
correlation coefficient (CC) of 0.9995 and mean absolute percentage error (MAPE) of 0.67%;
outperforming the MLR techniqgue whose CC and MAPE values were 0.9993 and 0.83%
respectively. ANN-MLP technique graphical presentation of actual against predicted values
showed close relationship between actual and predicted values as opposed to the MLR technique
whose predicted values deviated much from actual values. Analyses of results from both
techniques conclude that ANN-MLP outperforms the MLR technique in predicting energy demand

in Tanzania.

2.2 Introduction

Analysis and prediction of energy demand is a subject of present extensive interest among analysts
of challenges in energy production and consumption. Studies have shown energy demand to be

influenced by a number of indicators such as population growth, economic performance and

1 International Journal of Computer Applications (IJCA), Volume 108 — Issue No. 2 (2014), pp. 13-20
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technological developments (Apergis and Payne, 2009; Reister, 1987). Indicator relationships to
energy and their effects on future energy demand have shown varied and conflicting results not
only across countries but also across methodologies for the same country and have been detailed
in Soytas and Sari (2003) and Mozumder and Marathe (2007) studies. The conflicting results calls
for scholars to analytically determine the influence of key energy indicators in the future energy
demand of their countries. There exist few studies for Tanzania, which attempted to examine the
relationship between energy indicators (variables) and energy demand. These studies were limited
to the Granger causality test and autoregressive distributed lag (ARDL)-bounds testing approaches
(Ebohon, 1996; Odhiambo, 2009). The inter-temporal causal relationship between energy
consumption and economic growth were examined by Odhiambo (2009) and found economic
growth is being spurred by energy consumption. Ebohon (1996) investigated energy consumption
and economic growth causal directions proxied by GDP and GNP in which a simultaneous causal
relationship was shown to exist. Not all these studies attempted to predict energy demand but rather

the link between energy consumption and economic growth.

Developing countries such as Tanzania are in the stage of improving economically where various
economic policy reformations and formulations are implemented. Economic improvement will
unquestionably require a proper energy demand prediction tool as energy is an important aspect in
realizing sustainable development (Vera and Langlois, 2007).  The goal of this study is based on
the absence of sufficient studies for the energy prediction and analysis tools to the influence of the
energy key indicators in Tanzania. The objective was to analyze the influence of economic, energy
and environmental indicators on the prediction of energy demand by the use of artificial neural
network (ANN) and multiple linear regression (MLR) techniques. This is because the ANN and
MLR demonstrated strong computational abilities to handle complex non-linear functions which
are the characteristics possessed by energy demand indicators (Mellit et al., 2009; Mubiru and
Banda, 2008). In the last few years, many studies have applied ANNSs to energy and to mention a
few are solar resource potential forecasting (S6zen et al, 2005), predicting global radiation
(Azadeh et al., 2009) predictive and adaptive heating control system (Morel et al., 2001), modeling
and control of combustion processes (Kalogirou, 2003) and mapping of wind speed profile for
energy (Fadare, 2010). The study results will present policy makers with an effective and accurate

tool that can predict long-term energy demand.
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2.3 Predictors
2.3.1 Artificial Neural Networks (ANNS)

Over the past three decades, much advancement has been made in developing intelligent systems
that can solve problems that cannot be programmed by conventional programming approaches.
This includes the artificial neural network (ANN). In fact many researchers from different
scientific disciplines designed ANNs to solve a variety of problems (Jain et al., 1996). This
approach has been widely applied in solving a variety of problems in pattern recognition,
prediction, optimization, associative memory, and control (Jain et al., 1996). It provides an ideal
environment in which the smart world can benefit by solving unpredictable and uncontrollable

problems with a subtle range of influencing parameters.

In fact ANN can be defined as a highly connected array of elementary processors called neurons
(Park et al., 1991). They are a network of simple processing neurons operating on their local data
and communicate with other neurons (Svozil et al., 1997). The term ‘neural network’ has its origins
in attempts to find the mathematical representations of information processing in biological
systems  (McCulloch and Pitts, 1943; Rosenblatt, 1961). Indeed, the plausibility models
resemblance to biological system is true with regard to the mechanism of interconnectivity of the
units and their firing when a predefined threshold limit is reached; more often termed as synaptic
strength in physiology. Each neuron in the network is able to receive input signals from its
preceding unit, to process them and to send an output signal to the neurons after it. There are many
types of neural network but this study is confined to a specific type titled multilayer perceptron
feed-forward network (MLP).

An MLP feed-forward neural network is the most widely studied type of neural network (Bishop,
2006) and comprises of neurons (the processing units) that are ordered into layers. The layers can
be put in three different types, namely input layers which receives a signal from the input variables,
hidden layers which process the input fed from the predecessor layers or the input variable and the
output layer which provides the desired or target output signal. Its output layer of neurons are
successively connected (fully or locally) in a feed-forward fashion with no connections between
units in the same layer and no feedback connections between layers (Jain et al., 1996). Each neuron

in a particular layer is connected with all neurons in the succeeding layer (Figure 1 depicts this).
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Figure 2.2 shows the connection between thei,and j,neuron as characterized by the weight
coefficient w; and the i, neuron by the threshold coefficient ol. The weight coefficient reflects the
degree of importance of the given connection in the neural network. The output value of the

ii,neuron x; is determined by equations (2.1) and (2.2).

X = (@) (2.1)

Where j consists of all predecessors of the given neuron i and f(t;)is a transfer (activation)

function which may be sigmoid, tangent or step function.

Input ' Y - Y
parameters  Input layer Hidden layers

r J
Output layer

Figure 2.1: A multilayer feed forward neural network consisting of four layers
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Ji, neurons iy, heurons
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Figure 2.2: Connection between neurons

For the case of this research the sigmoid function of the form given in equation (2.3) was adopted
and the summation in equation (2.2) is carried out over all the neurons j of the preceding layer

connected to the neuron i of the current layer.

1
f(T) = m (23)

With the supervised learning process, the threshold coefficients also known as bias 9; in equation

(2.2) and weight coefficients w;; are changed to minimize the sum of the squared error between

the computed and desired output values. This is done using the training data fed into the system

on every neuron as information passes. The equation (2.4a) shows the actual minimization where
x and y are the computed and desired vector for the output neurons and the summation runs over

all output neurons.

E= %(X _ y)z (2.4a)

JEB) =53 (he () —y7)? (2.4b)
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The widely used training algorithm for the MLP is the back propagation algorithm using the
gradient descent applied to a sum-of-squares error function (Bishop, 2006). The intuition is to find
how close is estimation x to the required or target y as shown in equation (2.4a) and update all
other neurons. This can be reformulated into a cost function in equation (2.4b) and the network is
initialized with randomly chosen weights, which is the initial guess value of E. The gradient of the
error function is computed and used to correct the initial weights, this is repeatedly changed to
minimize J(E) until it converges to the value that minimizes the Error E so that the input and output
are as close as possible. With the back propagation, the information update when the weight value
is changed is propagated backward.

2.3.2 Multi Linear Regression (MLR)

Multiple linear regression (MLR) is a multivariate statistical technique that examines the
relationship between a dependent variable and two or more independent variables by fitting a linear
equation to observed data (Campbell, 2001; Tranmer and Elliot, 2008). MLR is an extension of
simple linear regression analysis capable of predicting the single dependent variable using a set of
known independent variables. In MLR there are p independent variables whereas the relationship
amongst dependent and independent variables is given in equation (2.5) (Tranmer and Elliot,
2008).

Vi = Bot+ BiXy + BoXy + Bpxpi + g (2.5)

where 3, is a constant term and B, to (3, represents the coefficient that relates the p independent
variables. If the value of p is equaled to 1, then the equation 2.5 will represent a simple linear
regression. MLR models have been effectively employed in the forecasting of the consumption of
various commodities like electricity, coal, gas and petroleum products (Bianco et al., 2009; Sharma
et al., 2002). Regression analysis according to Yee (1998) has been and still is the most popular

modeling technique in predicting energy demand.
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2.4 Methodology

2.4.1 Data collection and preprocessing

The data collection included historical data over the period from 1990 to 2011. The data sources
were from the National Bureau of Statistics (NBS), World Development Indicators, International
Energy Agency (IEA), Bank of Tanzania (BoT) and Tanzania Electric Supply Company Limited
(TANESCO). The annual dataset used in this study for all variables included population, GDP, per
capita energy use, total primary energy supply, gross national income per capita, electricity
generation and greenhouse gas emissions (CHG). Pre-processing of the data to fit in the proposed
models was done. The three proposed models based on the indicators of study were economic,
energy and environment indicator models. The models were proposed with the objective of

determining the influence of indicators in the prediction of energy demand.

2.4.2 Experimental setup

In the experiment, two predictors were used for the study. They included the artificial neural
networks (ANN) with the multilayer perceptron (MLP) architecture and the multiple linear
regression (MLR). The artificial neural networks (ANN) with the multilayer perceptron (MLP)
architecture are as abbreviated as ANN-MLP throughout the study. The cross-validation with k-
folds was also adopted for training. The training set was thus split into k chunks with k — 1 chunks
used for training and the remaining chunk for the validation process aimed at evaluating the model
performance. In fact each of the chunk in the k splits was eventually used as a validation against
the rest. The performance measure reported by k-fold cross-validation was then the average of the

values computed in the loop.

The software used for this study was Weka which is a suite of machine learning software written
in Java applicable for data mining tasks (Hall et al., 2009). Weka is composed of tools for pre-
processing of data, classification, regression, clustering, association rules, and visualization (Hall
et al., 2009; Witten et al., 1999). Weka is designed to bring a range of machine learning techniques
under a common interface due to the fact that the various implementations in existence requires
the data to be presented in their own format, and their own way of specifying parameters and
output (Garner, 1995). In fact Weka has smoothed the differences of the implementations and
offers a consistent method for input format, simulations and results analysis. Weka interface has
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made it easy enough that users need only to concern themselves with the selection of features in
the data for analysis and what the output means, rather than how to use a machine learning scheme

(package).
2.4.3 Performance evaluation

The models” performances in both approaches were evaluated by using the following statistical
parameters: correlation coefficient (CC), root mean squared error (RMSE), mean absolute error
(MAE), mean absolute percentage error (MAPE) (Azadeh et al., 2007), root relative squared error
(RRSE) and relative absolute error (RAE) (Chattefuee and Hadi, 2006; Lee and Nicewander,
1988). The values of statistical indices were derived from the statistical calculation of observation
in the models output predictions and are given in equations 2.6, 2.7, 2.8 and 2.9 (Armstrong and
Collopy, 1992; Makridakis and Hibon, 1995). Selection of the best model for estimating energy
demand was done considering higher correlation coefficient with the lowest root mean square

error, mean absolute error and relative absolute error.

n
1
RMSE = HZ(Pi—ai)z (2.6)
i=1
LB —al
RAE = “i=1l%i 1/ _ (27)
Xila —a
1 n
MAE=HZ|Pi—ai| (2.8)
i=1
100 <O P, —a
MAPE (%) = — z P_ (2.9)
t=1 !

Where P, is the actual values of P, ; with i =1,2,3,4,...,n years observations; P, is the average

of P.,, ; a; is the predicted P, ,values and n is the total observations.
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2.5 Results and discussions

2.5.1 Training and validation

A cross-validation technique with 10 folds was experimentally chosen for the analysis of energy
demand. The data set was broken into 10 different sets of size n/10 also known as chunks and the
training was carried out on 9 sets and testing was done on the remaining one. For each 10
experiments carried out, 9 folds were used for the training and the remaining fold for evaluation.
The rotation was kept changing the evaluation fold for each iteration until each of the folds has
been used for evaluation against the rest. For this case, the true error was estimated by taking a

mean accuracy.

2.5.2 Architecture identification

The most appropriate ANN-MLP architecture was selected by considering performance indices to
represent the best generalizing ability among the architectures. The first ranking experimental
results for the economic indicators model were from the architecture with two neurons in hidden
layer (3-2-1) and CC value of 0.9983. The second and third ranking architectures for economic
indicators model had CC values of 0.9983 and 0.9982 but were characterized with the highest
MAE, RMSE, RAE and RRSE values as compared to the best architecture. ANN-MLP
experimental results for the energy indicators model with architectures (4-4-1) showed the best
accuracy as compared to other architectures that were examined. The CC values of the second and
third ranking architectures had the same values as the first ranking architecture but their MAE,
RMSE, RAE and RRSE values were the highest. The best results for the environment indicators
model were from the architecture that doubled the number of hidden neurons relative to the number
of input neurons (3-6-1). The second and third ranking architectures for the environment indicators
model had both CC value of 0.9986 which was less than the first ranking architecture value
accompanied with the highest MAE, RMSE, RAE and RRSE. Results for the first ranking
architecture involving economic, energy and environment indicators model are summarized in
Table 2.1.
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Table 2.1: ANN-MLP models performance comparison

Economic Energy indicators Environment
indicators model model indicators model
cC 0.9983 0.9995 0.9987
MAE 0.1331 0.0873 0.1586
RMSE 0.2108 0.1155 0.2009
RAE 3.92% 2.57% 4.67%
RRSE 5.56% 3.04% 5.29%
Architecture 4-2-1 4-4-1 3—-6-1

2.5.3 ANN-MLP results

The economic, energy and environment indicators models’ results are presented i this section to
show the comparison of the predicted values against actual values for the purpose of determining
the best indicators for the prediction of energy demand in Tanzania based on the ANN-MLP
technique. The results as presented in Table 2.1 are the statistical parameters for performance
evaluation of the models. As illustrated in Table 2.1, the CC based on the energy indicators model
IS 0.9995 whereas the economic and environment indicators models had 0.9983 and 0.9987
respectively. The CC value of the energy indicators model depicts a higher degree of correlation
to energy demand as compared to the economic and environment indicators model using ANN-
MLP technique.

The magnitude of differences between the CC values among the models is very small to determine
the supremacy of the energy indicators model. Statistical performance evaluation parameters are
further compared to determine the first ranking model among the three. In terms of RMSE, RAE,
MAE and RRSE values, the energy indicators model values were less in comparison to the
economic and environment indicators model respectively. Though the results of ANN-MLP
techniques are numerically close in terms of CC values, the statistical performance evaluation
parameters on energy indicators model ranks the first in prediction accuracy as compared to its

counterparts.

The graphical presentation of absolute errors deviations for economic, energy and environment
indicators models using ANN-MLP technique are illustrated in Figure 2.3. The upper absolute

errors deviation of predicted against actual values for energy indicators model is 0.214 while in
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economic and environment indicators models are 0.455 and 0.536 respectively. These values again
confirm the energy indicators model as the best as compared to environment and economic
indicators. The patterns exhibited by economic and environment indicators models have high
deviations values between actual and predicted values. The absolute error deviations of predicted
values against actual values in the energy indicators model are minimal as compared to the other
models.  Concerning absolute error deviation curves, a conclusion is drawn that for better

prediction, the energy indicators model is better in comparison to its counterparts.
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Figure 2.3: Absolute error values comparison among models - ANN-MLP technique

The computation of absolute percentage error (APE) values using data in Table 2.2 and equation
(2.10) for the energy indicators model show fluctuations between 0.01% and 2.03% while in the
economic indicators and environment indicators model they fluctuate between 0% and 4.04% and
0.27% and 4.75% respectively. The computed mean absolute percentage error (MAPE) using
equation (2.9) for economic and environment indicators models are 0.93% and 1.19% respectively
whereas in the energy indicators model it is 0.67%. As can be observed, the MAPE between actual
and predicted values for energy indicators model are within acceptable accuracy outpacing the

economic and environment indicators models. The statistical performance evaluation parameters
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are in favor of the energy indicators model. This is because the energy indicators perform better in

comparison to its counterparts when using the ANN-MLP technique.

Actual Values — Predicted Values
APE (%) = Actual Values * 100 (2.10)

26



Table 2.2: ANN-MLP technique models output comparison

ACTUAL PREDICTED VALUES (MTOE) ACTUAL PREDICTED VALUES (MTOE)
YEAR VALUES Economic Energy | Environment YEAR VALUES Economic Energy Environment

(MTOE) Indicators | Indicators Indicators (MTOE) Indicators Indicators Indicators

model model model model model model

1990 9.73 9.73 9.898 9.631 2001 14.2 14.171 14.267 14.039
1991 9.93 9.875 9.918 9.709 2002 14.92 14.653 14.944 14.548
1992 10.06 10.05 10.112 10.138 2003 15.49 15.464 15.347 15.408
1993 10.33 10.372 10.397 10.377 2004 16.2 16.286 16.202 16.332
1994 10.52 10.432 10.306 10.366 2005 17.14 17.069 17.17 16.968
1995 11.02 10.582 10.914 10.748 2006 17.81 17.883 17.803 17.858
1996 11.16 11.229 11.308 11.247 2007 18.31 18.491 18.42 18.376
1997 11.27 11.725 11.458 11.806 2008 19.1 19.134 19.029 19.019
1998 11.93 11.909 12.007 11.993 2009 19.35 19.627 19.378 19.269
1999 12.75 12.733 12.756 12.649 2010 20.04 20.095 20.05 19.961
2000 13.39 13.353 13.282 13.201 2011 20.75 20.154 20.465 20.384
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2.5.4 Multiple Linear Regression (MLR) results

A summary of the MLR statistical performance results is shown in Table 2.3 for economic, energy
and environment indicators models. The results show that the CC value for the energy indicators
model has a higher value as compared to economic and environment indicators models. The greater
CC for energy indicators model indicates a higher correlation in predicting energy demand as
opposed to the economic and environment indicators using the MLR technique. This implies that
the prediction of energy demand using energy indicators model is more accurate than that of its

counterparts. The second and third are as shown in Table 2.3.

Table 2.3: Performance evaluation of models — MLR technique

Economic indicators Energy indicators model Environment indicators
model model
cC 0.9942 0.9993 0.9901
MAE 0.3412 0.1102 0.4431
RMSE 0.3904 0.1329 0.5123
RAE 10.06% 3.25% 13.06%
RRSE 10.29% 3.51% 13.51%

It is further shown in Table 2.3 that RMSE, RAE, MAE and RRSE for the energy indicators model
are correspondingly less valued as compared to the economic and environment indicators models.
The lower RMSE, RAE, MAE and RRSE values as depicted by the energy indicators model
represent a higher accuracy in the prediction of energy demand. Using equation (2.10), the APE
values computed from Table 2.4 for energy indicators model depicts fluctuations between 0.09%
and 2.19% while the economic and environment indicators model fluctuates between 011% and
7.18% and 0.06% and 8.62% respectively. The MAPE values for economic and environment
indicators models computed using equation (2.9) are 2.5% and 3.27% respectively while in the
energy indicators model it is 0.83%. MAPE further shows that the energy indicators model

outperforms its counterparts.
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Table 2.4: MLR technique models output comparison

ACTUAL PREDICTED VALUES (MTOE) ACTUAL PREDICTED VALUES (MTOE)
YEAR VALUES | Economic [ Energy | Environment YEAR VALUES Economic Energy Environment
(MTOE) | Indicators | Indicators | Indicators (MTOE) Indicators Indicators Indicators
model model model model model model
1990 9.73 9.163 9.88 9.013 2001 14.2 13.957 14.486 14.117
1991 9.93 9.605 10 9.387 2002 14.92 14.625 15.117 15.552
1992 10.06 10.023 9.992 9.864 2003 15.49 15.118 15.402 14.846
1993 10.33 10.397 | 10.194 10.278 2004 16.2 15.842 16.006 15.815
1994 10.52 10.722 10.29 10.569 2005 17.14 16.752 17.101 16.524
1995 11.02 11.163 | 10.945 11.409 2006 17.81 17.319 17.778 17.821
1996 11.16 11.652 | 11.127 11.845 2007 18.31 18.082 18.358 18.027
1997 11.27 12.079 11.23 12.241 2008 19.1 18.739 18.885 18.461
1998 11.93 12,571 | 12.065 12.601 2009 19.35 19.626 19.31 18.937
1999 12.75 13.059 | 12.901 13.009 2010 20.04 20.481 20.152 20.507
2000 13.39 13.375 | 13.455 13.055 2011 20.75 21.195 20.73 21.462
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The graphical presentation of absolute errors deviations between actual and predicted values for
all models is illustrated in Figure 2.4. The absolute errors values for predicted against actual values
for energy indicators model are lower than the other models. The upper absolute error values
deviations for the energy indicators model is 0.286 while for economic and environment are 0.809
and 0.971 respectively. Looking at the three absolute errors deviations curves, the economic and
environment indicators models curves exhibits the higher fluctuations over the entire dataset. It is
thus drawn from the absolute errors deviations curves that for better energy prediction, the energy
indicators model leads its counterparts.
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Figure 2.4: Absolute error values comparison among models — MLR technique

2.5.5 ANN-MLP and MLR performance comparison

The energy indicators model is shown to have a strong influence in the prediction of energy
demand by outperforming the economic and environmental indicators models. Table 2.5 shows
performance evaluation indices for energy the indicators model. It is shown that the CC has greater
values and MAE, RMSE, RAE, RRSE and MAPE have lesser values in the ANN-MLP in

comparison to the MLR values. Figure 2.5 presents the comparison between predicted values
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against actual values for the energy indicators model in both ANN-MLP and MLR cases. The
observations on the curve produced by the ANN-MLP approach show that the predicted values are
close to the actual values as compared to the curve produced by the MLR approach. This was noted
in the experimental results where RMSE, MAE, RAE, RRSE and MAPE had lower values and
higher CC values. These observations show that the ANN-MLP provides better results than the
MLR technique for energy demand prediction.

Table 2.5: ANN-MLP and MLR performance comparison

ANN-MLP Technique MLR-Technique
cC 0.9995 0.9993
MAE 0.0972 0.1102
RMSE 0.1229 0.1329
RAE 2.82% 3.25%
RRSE 3.25% 3.51%
MAPE 0.67% 0.83%
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Figure 2.5: Comparison of actual and predicted values for ANN-MLP and MLR techniques
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2.6 Conclusion

This paper presented ANN-MLP and MLR techniques for determining an accurate prediction tool
for energy demand in Tanzania using economic, energy and environment indicators models. The
ANN-MLP and MLR techniques were first used to analyze separately the influence of economic,
energy and environment indicators models in the energy demand of Tanzania. Then statistical
performance indices were applied to evaluate the estimating ability of economic, energy and
environment indicators in predicting energy demand using ANN-MLP and MLR techniques. The
best performing indicators model from each techniques were then compared to determine the best
energy demand prediction technique for Tanzania. Results from both ANN-MLP and MLR
techniques unanimously determined the energy indicators model as the first ranking followed by
economic and environment indicators models. Results for the energy indicators model under ANN-
MLP technique had a CC value of 0.9995 against 0.9993 for the MLR technique.

Comparison of the statistical performance indices showed that MAPE value of the energy
indicators model under ANN-MLP technique is 0.67% better than that of MLR technique valued
at 0.83%. The RMSE, MAE, RAE and RRSE values of the energy indicators model under ANN-
MLP technique had less numerical values as opposed to MLR technique. Additionally, the ANN-
MLP technique had a predicted values curve close to the actual values as compared to the curve
produced by MLR technique whose results deviated more from the actual values. Based on the
results of this study it is concluded that ANN-MLP technique outperform MLR approach in
estimating energy demand for Tanzania. The study results therefore suggests energy indicators
model as an accurate model in estimating energy demand of Tanzania and the ANN-MLP as the
best technique in such analyses. The use of the ANN-MLP technique in estimating future energy
demand will assist government in decision-making on expected energy demand for long-term
sustainable development. Further studies are recommended to compare the ANN-MLP results with

other algorithms for analysis of energy demand in Tanzania.
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CHAPTER THREE

PREDICTION OF TANZANIAN ENERGY DEMAND USING SUPPORT VECTOR
MACHINE FOR REGRESSION (SVR)?

3.1 Abstract

This study discusses the influences of economic, energy and environment indicators in the
prediction of energy demand for Tanzania applying support vector machine for regression (SVR).
Economic, energy and environment indicators were applied to formulate models based on time
series data. The experimental results showed the supremacy of the polynomial-SVR kernel
function and the energy indicators model in providing the transformation, which achieved more
accurate prediction values. The energy indicators model had a correlation coefficient (CC) of 0.999
as equated to 0.9975 and 0.9952 with PUKF-SVR kernels for the economic and environment
indicators model. The energy indicators model more closely predicted values as compared to actual
values when compared to the economic and environment indicators models. Furthermore, root
mean squared error (RMSE), mean absolute error (MAE), root relative squared error (RRSE) and
relative absolute error (RAE) of the energy indicators model were the lowest. Long-term
sustainable development of the energy sector can be achieved with the use of the SVR-algorithm

as a prediction tool for future energy demand.

3.2 Introduction

Notwithstanding its extremely vivacious importance to all human activities and life in general,
energy prediction studies using the machine learning approach in the developing countries like
Tanzania has not been done deeply. In addition, energy availability and concerns as to its scarcity
due to the depletion of fossil fuel resources, has made the analysis of energy demand to be of great
interest to researchers. In fact, energy is important to all human activities and thus a socio-
economic development catalytic agent for individuals and nations in general. The energy analysis

using various approaches for different applications has assisted individuals and countries to plan

2 International Journal of Computer Applications (IJCA), Volume 109 — Issue No.3 (2015), 34-39
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for their energy demands ahead of time. Tanzania is among the developing countries where
intensive investments are being made in all sectors of the economy. The country energy demand
IS expected to grow (Kichonge et al., 2014a) as new investments floods in due to economic sectors
expansions and liberalization especially in gas, minerals and agriculture. To facilitate and assist
energy policy makers in decision-making, this study adopts support vector machine for regression
(SVR) to analyze the influence of economic, energy and environment indicators in the prediction
of energy demand of Tanzania. The choice of SVR is due to its strong computational capabilities.
SVR has previously used for a number of applications such as electricity load forecasting (Pai and
Hong, 2005a, b); predicting crude oil price (Xie et al., 2006); wind speed estimation (Mohandes
et al., 2004); classification (Maji et al., 2008; Xue et al., 2005); among many others. Expectations
are that the study results will present an effective tool for the prediction of long-term energy

demand based on time series data.
3.3 Support Vector Machine

The support vector machines (SVMs) in machine learning are supervised learning models with
associated learning algorithms that analyze data and recognize patterns (Olson and Delen, 2008).
SVMs are applicable for classification and regression analysis. When SVMs are used for
classification they involve identifying to which of a set of categories a new observation belongs,
on the basis of a training set of data containing observations whose category membership is known
(Goel, 2009). SVM for regression applies a loss function to solve various regression problems;
and it has contributed to a broad range of problems arising in various fields. It is a training
algorithm for learning regression rules from data which can be used to learn linear-SVR,
polynomial-SVR, RBF-SVR and PUKF-SVR (Ustin et al., 2006). PUKF-SVR has been
demonstrated to work well with approximation of the linear, polynomial-SVR or RBF-SVR feature
space. It has further been shown to really act like linear, polynomial-SVR or RBF-SVR (Ustiin et
al, 2006). The detailed theory of SVM is well given in (Burges, 1998; Cristianini and Shawe-
Taylor, 2000; Olson and Delen, 2008; Scholkopf et al., 1998; Smola and Schélkopf, 2004) and the
theory of kernels in (Bishop, 2006). An overview concept of SVR and PUKF-SVR function is as
presented in this study.



3.3.1  Support vector machine for regression (SVR)

Support vector regression (SVR) is an SVM version for regression (Drucker et al., 1997; Olson
and Delen, 2008). The scholars Scholkopf et al. (1998) and Ustiin et al. (2006) approach SVR by
considering a data set [(X{,¥),--,» (X,,¥,)] (d-dimensional input space) and y in R space,
basically arguing that, SVR tries to find the function f(x), which relates the measured input object
(say, for this case energy indicators) to the desired output property of this object (say, predicted
energy demand value in MTOE as represented in equation 3.1. The variables W and b represent
the slope and offset of the regression function. The solution for this regression problem is solved

by minimizing equation 3.2.

fx)—WX+b (W,X € R%) (3.1)

Where C€>0 and L. (f(x;),y;)=0

if ly,—f(x)l<e and L.(f(x),y;) =1ly; — f(x;)|— € otherwise (3.3)

%|IWI|2 as given in equation 3.2, is the term characterizing the model complexity (flatness)

whereas C is the regularization constant which determines the trade-off between the model
complexity f(x) and the amount up to which deviations larger than € are tolerated (Burges, 1998;
Cristianini and Shawe-Taylor, 2000; Scholkopf et al., 1998; Smola and Scholkopf, 2004). Large
values of C favor solutions with few errors and small values denote preference towards low-
complexity. The reformulation of equation 3.2 by introduction of the slack variable &and & gives
the primal equation 3.4 which refers to the formulation of the regression problem in the original
data space (Cortes and Vapnik, 1995).

The primal formulation of the problem is suitable in case the number of objects is (much) larger
than the number of involved variables; otherwise, the so-called dual is used. The slack
variables & and & are introduced in the situation that the target value (property of the input object)
exceeds the numerical limits of the e tube. The points outside the e tube are named support vectors

and in fact are the vectors supporting the actual regression model (Ustiin et al., 2006). The support
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vectors machine contribute only to building the regression function whereas the rest of the input
data in the space are not important and can be rejected after the regression model is built. This is
termed as sparsely of the solution where only a few data from the input space are actually taken
into account in building the regression function. Therefore we get at the formulation of the
approximation function as stated in (Vapnik, 2000).

Minimize

%|IWI|2 + CYL, (§+&)subjecttoy;—(w,x)—b<e+§ (wx,)+b—-y, <e+

gande, §,§ =0 (3.4)

Finally, intuitively taking into consideration of the non-linear regression by including the mapping
to the feature space, equation 1 can be re-constructed into equation 3.5 by introducing the Lagrange

multip liers.
f(x) — 2, (o, — o) (B (x,),0(x)) b (3.5)

In equation 5, the model parameters a; and of that represent the Lagrange multipliers satisfying

the constraint 0 < o, < C. These parameters can be obtained by maximizing the dual

formulation, which can be derived from equation 3.4.

Maximize —2 32 (e, — o) (o — o J(@Cx,)- BG0) + E (e — o)y; — €20 (oq — )
(3.6)
Subject to XMy — o) = 0 and o; — o € [0,C] (3.7)

According to Cristianini and Shawe-Taylor (2000), with the Karush-Kuhn-Tucker conditions, it
is only a small number of coefficients o; and of will be non-zero, and the data points associated
with these parameters are mentioned to the support vectors of the model. The vector inner product
(0(x;).9(x)) in equations 3.5 and 3.6 represent the mapping function from the input space to
feature space. These can be replaced by the generic kernel function K(x;,x). The kernel function
represents the underlying relationship between the input data and desired output to be modeled.

Therefore, changing equation 3.6 by introducing the kernel function it develops into equation 8.
OO = ) (@ = @) K(x,x) + b (38)
i=1
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As a result, the kernel function transforms the nonlinear input space into a high dimensional feature

space in which the solution of the problem can be represented as being a straight linear problem.

3.3.2 Kernel idea

Kernel-based algorithms action idea is to change the data in the input space into a high dimensional
Hilbert space (Muller et al., 2001; Schélkopf and Smola, 2002; Ustiin et al., 2006).That is to say,
a space spanned by inner-product based functions of real-valued vectors representing physical
entities which is referred to as the corresponding feature space (Ustiin et al., 2006). In this way, it
becomes possible to solve the problem as if the feature space was linear separable. Kernels based
methods for SVR have been studied, proposed and the field is now in its development point (Cortes
and Vapnik, 1995; Vapnik and Vapnik, 1998). The linear, polynomial-SVR and RBF-SVR
represented in equations 3.9 to 3.11 respectively, are well implemented and tested in the SVR.
Furthermore, the kernel based on PUKF-SVR has been effected and tested. A detailed explanation
of the PUKF-SVR is well covered in (Ustiin et al., 2006) and the following section gives a brief

discussion.
K(xi,xj) = ((Xi,X]-) + 1)d, d =2 Poly, (3.10)

—[1x;,%;1°
_ (=
K(xi,xj) =e 28

(3.11)
when § = 3 the equation is polynomial — SVR 2 (Poly_2)

6 =8 Poly_3 8§ =0.5RBF-SVR_.1 6= 2RBF-SVR_2

3.3.3  Pearson VII universal kernel (PUKF-SVR)

PUKF-SVR was proposed by Karl Pearson in 1895 and it is a special case of Type IV
(symmetrical) of the families of distribution he proposed after noting that not all distribution had
distributions that resembled the normal distribution (Lahcene, 2013). The general form of the

Pearson VII function for curve fitting purposes is as given in equation 3.12.
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f(x) = T (3.12)
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From equation 3.12, His the peak height at the centre x,, and x characterizes the independent
variable. The parameters 6 and w regulates the half-width and the tailing factor of the peak. The
main reason to use the Pearson VII function for curve fitting is its flexibility to change, by varying
the parameter w, from a Gaussian shape (when w approximates infinity) towards a Lorentzian
shape (w equal to 1) as depicted in Figure 3.1 (Ustin et al., 2006). The function was selected to be
used as the kernel because of its suppleness to vary between a Gaussian and a Lorentzian shape
and out there. This property makes it able to serve as a kind of universal kernel, which can
substitute the set of commonly applied kernel functions, such as the linear, polynomial-SVR and
RBF-SVR kernels (Ustin et al., 2006). The PUKF-SVR function is tested to be a valid kernel
functions because its matrices belongs to the class of the symmetric and positive semi-definite
matrix, which is a requirement for any function to be a kernel. The Pearson function in equation

3.12 is modified to suit the kernel in equation 3.13 (Ustiin etal., 2006).

'r'r&". — Gaussian
F \ - — Lorentzian
0.9 v - - - Pearson VIl limit

Xor

Figure 3.1: Pearson VII peak shapes
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As the Pearson width x =1, it resembles a Lorentzian and as it approaches infinity, it becomes
equal to a Gaussian peak shape. Moreover, a Pearson peak with x =0.5 (Ustiin et al., 2006) is
shown in Figure 3.1. Note: the region close to zero can be imagined to compare to RBF-SVR and
higher order polynomial-SVR function shapes. The region between 0.25 — 0.75 represents a linear
function. Extremely, the full range between 0 — 3 becomes more or less comparable to a sigmoid

function, which is widely used in neural network modeling.

1

[1 N (2(||xi - xm;)mfr

K(x;, %) = (3.13)

As can be envisaged, the single variable x in equation 3.12 is replaced by two vector arguments

and the Euclidean distance measure between these vectors has been introduced. The peak offset

term x,is removed and the peak height H is simply replaced by 1, this without loss of generality.

3.4 Methodology

3.4.1 Data collection and pre-processing

Data used were from National Bureau of Statistics (NBS), World Development Indicators,
International Energy Agency (IEA), Bank of Tanzania (BoT) and Tanzania Electric Supply
Company Limited (TANESCO). The dataset had the historical annual data over the period from
1990 to 2011. The dataset included population, gross domestic product (GDP), per capita energy
use, total primary energy supply, gross national income per capita, electricity generation and CO2
emissions. The pre-processing of the data to fit in the models was done. The three models based
on the indicators of study were economic, energy and environment. The models were developed

with the objectives of determining the influence of indicators in the prediction of energy demand.
3.4.2 Experimental setup

In the experiment, SVR was used for the study. The training to build the regression model used
for evaluation involved the polynomial-SVR, normalized polynomial-SVR, RBF-SVR and the
PUKF-SVR kernels. Data for all the experiments were cross-validated using k-folds cross-
validation (CV). The idea was to split the data into k disjoint and equally sized subsets. The

validation was done on a single subset and training was done using the union of the remamning k—1
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subsets. This procedure was repeated k times, each time with a different subset for validation. The
intention was to allow for the large data in the dataset to be used for training and all cases appear
for the validation cases (testing). For this case, the true errors were estimated as the average error

rate.
3.4.3 Performance evaluation

The models’ performances in both approaches were compared and evaluated using an appropriate
choice of the following statistical parameters: correlation coefficient (CC) (Lee and Nicewander,
1988), root mean squared error (RMSE), mean absolute error (MAE), root relative squared error
(RRSE) and relative absolute error (RAE). The values of statistical indices were derived from
statistical calculation of observation in the models output predictions and are given in Armstrong
and Collopy (1992) and Chattefuee and Hadi (2006). Selection of the appropriate kernel and the
accurate model for prediction of energy demand was done by considering the combination of
higher CC and the lowest RRSE, RMSE; MAE and RAE values.

3.5 Result and discussion

To demonstrate the SVR capability on energy prediction, three experiments were conducted using
the cross-validation with 10 folds for the training data. The first experiment involved the economic,
the second energy and the last one environmental indicators. The value for k was experimentally
chosen to be 10 folds; and thus the union of 9 folds were used for the training and the remaining

subset for validation set (testing) in each cycle of one experiment.
3.5.1 Analysis of the kemels performance

The results of the kernels performance analysis regarding the economic indicators model as shown
in Table 3.1 and Figure 3.2 suggests the PUKF-SVR kernel performed excellently in comparison
to its counterparts. It had the highest CC value of 0.9975 while the RBF-SVR kernel had the lowest
CC value in that case. The PUKF-SVR kernel had the lowest MAE and RMSE values of 0.1934
and 0.2589 respectively. Furthermore, the lowest RAE and RRSE characterize PUKF-SVR kernel
in relation to the other kernels. The error value findings as depicted in Figure 3.2 provide the

comparison of errors for the various kernels involved. The two algorithm maps achieved by the
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Polynomial-SVR and

PUKF-SVR attaining the lower value in most cases.

PUKF-SVR appeared to be slightly close in most of the years with the

Table 3.1: Kernels statistical performance comparison-economic indicators model

Normalized Polynomial
Polynomial SVR E“,/VR REFEVIR AU
CC 0.9904 0.9912 0.4383 0.9975
MAE 0.461 0.406 2.9243 0.1934
RMSE 0.5989 0.4941 3.3271 02589
RAE 13.59% 11.97% 86.20% 5.70%
RRSE 15.79% 13.03% 87.73% 6.83%

The results of the kernels performance analysis on the energy indicators model for the prediction
of energy demand using the normalized polynomial-SVR, polynomial-SVR, RBF-SVR and the
PUKF-SVR are depicted in Table 3.2. The polynomial-SVR kernel had the greatest predictive
ability with the correlation coefficient of 0.999. The RBF-SVR and the normalized polynomial-
SVR kernels had the least CC value with the RBF-SVR having the smallest CC value of 0.4961.
The MAE and RMSE values of polynomial-SVR are shown to be 0.1448 and 0.1629 respectively
outperforming the other kernels. The polynomial-SVR further exhibits the lowest RAE and root
relative square error vindicating it to be the better estimating or predictor of energy demand under
energy indicators model. These can as well be spotted in Figure 3.3. Even though PUKF-SVR and
Polynomial-SVR appears to have similar values over the considerable range, the predictive
capability went down beyond the year 2010 making the polynomial-SVR a better approach for the

prediction of energy demand for this case.

Table 3.2: Kernels statistical performance comparison-energy indicators model

Poll;r?ém:zgm Polynomial SVR | RBF-SVR PUKF-SVR
cC 0.6411 0.999 0.4961 0.9977
MAE 5544 0.1448 37907 0.1465
RMVISE 78060 0.1620 31987 0.2552
RAE 74.99% 2.27% 82.30% 230%
RRSE 74.50% 2.30% 84.34% 6.73%
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The last experiment was evaluating the effect of the kernels in the use of environment indicators
model for the energy demand prediction. Table 3.3 shows that the greatest predictive validity
algorithm was PUKF-SVR, which had the CC value of 0.9952. It is as well noted to have the
lowest values for MAE and RMSE of 0.2331 and 0.3686 respectively. The RAE was 6.872% and
the RRSE is 9.72. The RBF-SVR kernel had again the least CC value. The absolute errors
comparison between predicted and actual values for both algorithms is illustrated in Figure 3.4.
The PUKF-SVR and the polynomial-SVR had slightly closer results although in most cases again
PUKF- SVR values were the lowest. This puts the PUKF-SVR to be a better kernel for energy

prediction using the environment indicators model.

Table 3.3: Kernels statistical performance comparison-environment indicators model

Normalized Polynomial
Polynomial SVR gVR HEF FUINEDMA
CcC 0.8120 0.9934 0.4375 0.9952
MAE 1.5012 0.3323 2.8991 0.2331
RMSE 2.1296 0.4282 3.3048 0.3686
RAE 44.25% 9.79% 85.46% 6.87%
RRSE 56.15% 11.29% 87.14% 9.72%

3.5.2 Models performance comparison

Two visible plausible conclusions can be drawn here. The first one involves the best performing
indicators model on energy demand prediction based on time series data and the second the overall
better performing kernel regardless of the models. This section begins with the best performing
indicators model for energy prediction. Although it is noted, the PUKF-SVR kernel had a better
performance over its counterparts in both the economic and environment indicators models,
thorough analysis of the energy indicators model results shows the polynomial-SVR kernel had
the greatest performance over the PUKF-SVR kernel. Comparison of kernels in Table 3.4 shows
that the polynomial-SVR has the highest correlation coefficient of 0.999 with the energy indicators
model while in the economic and environment indicators models, the correlation coefficients are
0.9975 and 0.9952 respectively. Polynomial-SVR kernel for energy indicators model achieved the

least values in terms of MAE as compared to the PUKF-SVR kernel in the economic and
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environment indicators model. The PUKF-SVR kernel had MAE values of 0.1934 and 0.2331
respectively for economic and environment indicators models. These statistical values are greater
in comparison to the MAE values of 0.1448 for the energy indicators model making it the best.

Table 3.4: Statistical values performance comparison

Economic Energy indicators Environment
Indicators model model indicators model

SVR Kernel PUKF-SVR Polynomial SVR PUKF-SVR
cC 0.9975 0.999 0.9952
MAE 0.1934 0.1448 0.2331
RMSE 0.2589 0.1629 0.3686
RAE 5.7% 4.27% 6.87%
RRSE 0.07% 4.30% 0.09%

Similarly, in terms of the RMSE values, the polynomial-SVR kernel in the energy indicators model
had a lower value of 0.1629 while the PUKF-SVR kernel for both economic and environment
indicators model had a higher value of 0.2589 and 0.3686 respectively. Not only these, but also
RAE value and RRSE values for economic and environment indicators models are similarly higher
valued as compared to the energy indicators model. Furthermore, the absolute errors deviations
values between actual and predicted energy demand is relatively very small for the polynomial-
SVR kernel as illustrated in Figure 3.3. It is further as suggested earlier that the polynomial-SVR
kernels works well with the energy indicators model than is the PUKF-SVR kernel although it had
shown better results with the economic and environment indicators model. These comparisons
concludes that the energy indicators model were more accurate for the prediction of energy demand
with the use of polynomial-SVR kernel in comparison to the economic and environment indicators
models using PUKF-SVR kernel.
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3.5.3 Energy prediction curve

Figure 3.5 depicts the prediction of the energy demand for the period between 1990 and 2011 using
the energy indicators model which emerged as a better predictor with polynomial-SVR kernel. It
can be noted that the curve approximates well the energy demand over the period of interest. This
curve demonstrate the practicability of the support vector machine for regression (SVR) in the real

time energy demand prediction for both short and long term.
3.6 Conclusion

The application of the support vector machine for regression (SVR) with normalized polynomial-
SVR, polynomial-SVR, RBF-SVR and PUKF-SVR kernels functions in the analysis of energy
demand was discussed in this paper. The economic, energy and environment indicators derived
from time series data were used to build the energy models. The statistical performance indices
applied to evaluate the estimating ability of these techniques within SVR were correlation
coefficient (CC), root mean squared error (RMSE), mean absolute error (MAE), root relative
squared error (RRSE) and relative absolute error (RAE). The comparison of the experimental
results to the kernel functions reveals the possibility of the use of the SVR for the analysis and
prediction of the energy demand in Tanzania. The analysis of the kernels show that the polynomial-
SVR kernel function with the energy indicators model provided the transformation, which
achieved more accurate prediction values with the SVR. The use of SVR algorithm in estimating
future energy demand will assist government in decision making on expected energy demand for
the long-term sustainable development of the country. Although SVR has shown good results in
the prediction of energy demand, intensive study of its comparison with other learning algorithms
is of future interest. The idea is to unwveil the best possible algorithm that can be implemented for

the analysis and prediction of energy demand with the consideration of accuracy.
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CHAPTER FOUR

MODELLING OF FUTURE ENERGY DEMAND FOR TANZANIA3

4.1 Abstract

This paper present modelling of long-term energy demand forecast in the main economic sectors
of Tanzania. The forecast of energy demand for all economic sectors is analysed by using the
Model for Analysis of Energy Demand (MAED) for a study period from 2010-2040. In the study
three scenarios namely business as usual (BAU), low economic consumption (LEC) and high
economic consumption scenario (HEC) were formulated to simulate possible future long-term
energy demand based on socio-economic and technological development with the base year of
2010. Results from all scenarios suggests an increased energy demand in consuming sectors with
biomass being a dominant energy form in service and household sectors in a study period.
Predicted energy demand is projected to increase at a growth rate of 4.1% and reach 74 MTOE in
2040 under the BAU scenario. The growth rates for LEC and HEC are projected at 3.5% and 5.1%
reaching 62 MTOE and 91 MTOE in 2040 respectively. Electricity demand increases at a rate of
8.5% to reach 4236 kTOE in 2040 under BAU scenario while electricity demand under LEC and
HEC increases to 3693 KTOE and 5534 kTOE in 2040 respectively. Sectorial predicted demand
results under both scenarios determine high demand of biomass for service and household sectors
with decreasing demand of biomass in industry sector. Transport sector predicted energy demand
pattern suggests a greater increase in demand in passenger transport than freight transport in both
scenarios. Final energy demand per capita in both scenarios shows an increased trend with lower
growth rate in LEC scenario while there is a decrease in energy intensity throughout the study

period.
4.2 Introduction

Energy is essential in achieving economic prosperity and advances in social and overall human

development. Energy has evolved to match modern human development and requirements. As

3 Journal of Energy Technologies and Policy, Vol. 4, Issue No. 7 (2014), pp. 16-31
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countries develop and the economy grows there is always an associated increase in energy use
(Reister, 1987). Tanzania being among developing countries, its energy demand is expected to
increase as its economy and population grows (Tiris, 2005). Energy demand in the country has
been shown to be spurred by the population growth and economic activities development that has
occurred in the past decades (Odhiambo, 2009). A growth in energy consumption has been shown
to increase economic diversity which is measured by a number of economic sectors consuming

energy (Templet, 1999).

Global energy status is currently steered by fossil fuels which play a crucial role in the world
energy market (Goldemberg, 2006; Shafiee and Topal, 2009). Global rate of energy consumption
with addition of volatile energy markets and the production challenges faced by many producers
has resulted in worries on energy availability, management, security and environmental concerns
(Asif and Muneer, 2007; Hughes and Shupe, 2010). Attention to these concerns is serious due to
the uneven distribution of the fossil fuel resources on which most countries currently rely on. The
growing competition for energy resources, the need for economic development, energy availability
at an affordable price and energy supply challenges are making energy security a key issue all over
the world (Costantini et al., 2007; Grubb et al., 2006; Hughes, 2009). Without knowing future
energy demand it is difficult to plan for energy supply that will ensure energy security, availability

and economic development.

The main objective of this study is to forecast the energy demand of Tanzania. The forecast will
focus on simulations of future demand based on social, economic and technological development.
The demand forecast is essential to assess and plan for supply through the use of the energy
resources for a given set of demands. The study output will present the connection between energy
demand and development while facilitating policy and decision makers to plan for sustainable,

reliable and affordable energy.

4.2.1 Socio-economic Status
4.2.1.1 Demography

Tanzania had a population of 44.9 million persons in 2012 as compared to 12.3 million persons in
1967 (NBS, 2013). From 2002 to 2012 the population has increased by 30% from 34.4 million to
44.9 million (NBS, 2013). The population growth rate has fallen slightly from an average of 3.3%
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in the period of 1967-1978 to 2.8%, 2.9% and 2.7% in the periods of 1978-1988, 1988-2002, and
2002-2012 respectively (NBS, 2012; UN, 2013). Figure 4.1 describes predictions of annual
population change for Tanzania in a period from 2010-2100 under high, medium and low variants
scenarios (UN, 2013). The trend line equation on annual population change for high variant
follows polynomial equation of order 2 given as equation 4.1. Low