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Abstract. Climate change is a significant contributor to earimental harm and the rise in
Atmospheric carbon dioxide, which raises the earthirface temperature. As forests are
the primary mechanism for absorbing carbon dioxjde and protecting the earth from
global warming and unpredictable weather pattermsgh rate of deforestation is to blame
for this. In this study, the economic driverssiag deforestation in Tanzania include per
capita income, per capita purchasing power, irftatiate, per capita purchasing power,
poverty rate, and electricity consumption are itigased. Autoregressive models with
exogenous variables (VARX (1) — VARX (3)) models émrmulated to analyze the effect
of economic variables and forecast the rate ofrésfation in Tanzania. The time series
data used from 1994 to 2014 were collected in Timiazaature of the data suggests the
increase in the rate of deforestation as time jgsags. In this study, the best model VARX
(3, 0) was obtained, and the relationship betwhervariables through granger causality
was obtained. Also, forecasting was carried outHernext 10 years using the best model
VARX (3, 0) and Kalman Filters. It was observedttaconomic variables, especially the
poverty rate, have an impact on the rate of defaties in Tanzania. Furthermore, the
graph shows the increasing trend in the rate obrdefation in the coming years in
Tanzania.

Keywords: Deforestation, Vector autoregressive with exogeneaigables, economic
factors, Kalman Filters, Granger causality, Fortags

AMS Mathematics Subject Classification (2010): 37M10

1. Introduction

Forests and their products have been the mainsofifood and natural medicines for the
human population, adding value to the human econdiniy believed that forests cover
one-third of the world’s land and source of 75%huf world’s freshwater [1]. It has been
observed that 25% of the world’s people turn onftitest for quartering [2]. Although
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forests are very important to land-based florafanda, it has been ruined through human
activities such as deforestation. Deforestatidhésprocess of transforming forest land to
zero-forest land through different human activisesh as agriculture and the urbanization
of cities [3]. Globally from 2015 -2020, 10 millidrectares of forests were cleared mostly
from agricultural activities (80%) and each minRt¢00 hectares of trees are cut down [1].
Forests are the biggest source of energy globalilgut 13% of people in Latin America
and the Caribbean, 5% in Asia, and more than 2786rina use forests and their products
as cooking energy. In Africa, the use of forestd #reir products like charcoal for the
household is estimated to increase due to the figlulation growth [4]. Global forest
areas in Africa and Asia are expected to decreasérymillion hectares between 1999-
2030 [5]. Also, 71% of tropical rainforests werestldbetween 2000 and 2012 due to
commercial agriculture, especially in Africa andiaA$6]. Other studies showed the
influence of poor income, which leads to poor tethgy, economy, education, and gender
as the factors influencing the deforestation ratg [Poor income contributed to
deforestation because people cut down trees andhaesknd for cash crops, charcoal
production, firewood, and plant residue for cookérsgthey cannot afford modern energy
sources such as gas, kerosene, and electricity [8].

Deforestation contributes considerable amount$idoiricrease in global carbon
dioxide gas and methyl hydride gases which havesivegmpacts on climate change [9].
High concentration of greenhouse gases may leaddise in global temperature, a rise in
sea level, glacial retreats, climatic shifts, aadification of the oceans, these affects crop
yields due to unpredictable weather patterns [1],10

Forest loss due to deforestation reduces its philitonfiscate carbon dioxide gas
as a consequence increases the atmospheric cadsaedvhich leads to global warming.
Deforestation is found to be the second largestcgoof carbon dioxide after fossil fuel
combustion and deforestation accounts for 20%dfrapbgenic carbon dioxide emissions
[9,10].

Climate change impacts such as an increase inthétemperature, unpredictable
rainfall rate, and health problems have been okskirvBrazil and Latin America regions
and are expected to increase as the carbon dieridsion rate increase [12].

Forests in Africa act as the major carbon sinkeworld but deforestation reduces
this ability [13]. For three decades African and #&aon tropical forests absorbed roughly
about 46 billion tonnes of carbon dioxide from #imosphere in the 1990s but in 2010’s
it is estimated that only 25 billion tonnes wermozed from the atmosphere [3].

Deforestation acts as a driving force for climati@ange in Africa and is expected
to alter weather patterns such as temperaturepgiedion, and extreme heat in the region
[2,3]. The study by Nogherotto and others in 204thfl that there is a reduction of about
50% of precipitation in the Congo basin and sigaifit warming up to 4 centigrade [14].
Tanzania specifically is highly affected by defaagi®n, the rate of deforestation increases
each year due to population growth and cities lidadion. Statistics show that the rate of
deforestation increased from 1% to 1.47% betweed® Ehd 2013 [15-17@rgues that
deforestation in Tanzania is influenced directlyagyiculture, overgrazing, wildfires, and
charcoal production. These factors are mainly aasamtwith the population increase rate
and the poverty rate. Most poor people live in wand areas and depend on forests and
forest products for their survival, also the pofiolais yearly increasing while natural
resources are the same [16].
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Globally Tanzania is a spotlight in the sub-regimmcerning massive forest loss
and recent reports from Tanzania Forests ServitES)( agency and FAO show forest
cover to be reduced by 372 thousand hectares pef3/d8].

Forests in Tanzania contribute a lot to the mitggabf climate change and are
estimated to absorb over 1 billion tonnes of carbimxide in above and below-ground
biogas, with the woods storing 73% of total carfi$j.

In Tanzania, deforestation reduces the carbonkstemd at the same time
contributes to the atmospheric carbon dioxide gadyon stocks in Eastern Arcs mountains
decrease at the rate of 1.47 billion tonnes yearhjch is equivalent to 2% of the carbon
stocks yearly [13].

This paper forecasts economic factors influenciefpigéstation in Tanzania using
the Vector Autoregressive with exogenous variatlesRX) model. VARX(p,q) model
explains the vigorous existing relationship betwdependent variables and independent
variables or that of dependent variables only [20].

In this study, the rate of deforestation as an gadous variable and per capita
income (X1), per capita purchasing power (X2),dtifin rate (X3), poverty rate (X4), and
electricity consumption (X5) as exogenous variaklese studied.

2. Literature surveys
Time series data involves a logical ordering ofadadints which is usually computed o
successively over a certain amount of time, nurallyiccan be denoted a¥'(t) =
0,1,2,3, ..., wherebyt stands for time passed on a¥ift) stands for a random variable.
Time series events are usually computed while gedin correct sequential order [21,22].
A time series with one variable is called a Uniat#iand with several variables, it is called
Multivariate time series and can be either contirsuor discontinuous. Continuous time
series involves recording observations for evergasion of time, while discontinuous
involves recording events at discrete time poiisZ3].

Types of models

Autoregressive models AR (q)

Autoregressive is the model which presents obsenatof a variable as linear
combinations of previous valupsand the random shock with a constant term. Thidaho
can generally be represented with the followingatign;

Ye=CH+A1Yy 1 +A2ys 2+ -+ ApYe p +&; 1)
where byy,, is the series under stud#;(1,2,3...p are the autoregressive parameters that
explain the results of small changes in two sudeedime series values and; is the
disturbance term that is assumed to be ordinaislyibuted and free distributed with mean
and variance equal to zero [24].

Moving average models MA (q)
As in AR (p) models, the moving average model of orglerses past errors as a variable
that describes the series. Moving average modedsdefr g can be illustrated generally in
this equation;

Y = A1£t_1 + Azst_z + -+ Aqet_q +Et (2)
where A; (1,2,3...q)stands for the model specificatiogss the degree of the model,_;
(0,1,2.3...g)are the random error which is presumption to béeafise [24]. Rando m
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error is usually assumed to follow the statistidatribution with the mean zero and
constant variance. The moving average model wileray shows the linear relationship
between the series’ present observations and sictugd of one or more past values [22].

Autoregressive moving average models ARMA (p,q)

When an AR model and an MA model are combined AR&A model is formed with
order terms and moving average terms. Usuallyisitvritten as ARMA(p,q) with p™
representing the order of terms ajitl stands for the order of moving average part
[25].

Generally, ARMA (p,q) can be illustrated using fhllowing equation;

Ye=C+E€+ A1y 1+ Ay 2+ +ApYip+ Bi1E 1+ Bagrp + -+ Byg,4(3)
whereby C stands for constant termd; (I = 1, 2.3...p) are the parameters of the
autoregressive mod#;(j=1, 2, 3...q) are the degrees of the moving average model and

€; represent the white noise disturbance.

Vector autoregressive models (VAR)

VARs are among the most successful, dynamic, amkemanding models for the
investigation of time series involving more thareaquantity. VARS in economics were
made popular by Sims (1980) and are the normatension of the univariate
autoregressive model (AR) [26].

Vector autoregressive with exogenous variables modéARX (p)

The VARX model is the extension of the VAR modeliwthe incorporation of exogenous

variables. This model gives a critical investigatiaf the relationship between multiple

influencing variables. VARX (p) model incorporatesveral AR models which form a

vector between variables influencing each othethilaatically the model can be denoted
using the following equation;

ye=cC+ Z?:l Py, 1 + Z?=0 0;x; 1+ € (4)

wherebyy, = (¥1p Y2t - Yie)! is @ vector of multiple variables in time seriesl x, =
(X1¢ X2¢ . %) is the vector of independent t variablds,and ©; are the matrix
coefficients ange; are (m*1) and(r*1) column vectorsgp;, ®; are(m*m) and (*r)
matrices respectively ar@,= (€y,, €5, ... €x¢)/ is a noise process vector that has zero
means and is independent during time t [27].

VARX (p,q) model is very popular in modelling theomomics and finances time
series data. Currently, due to its flexibility anshbility, it is also used to model climate
change and other social issues which faces by dh&h population. For example, the
VARX model was used to “forecast effects of aation of main crops in Saudi Arabia”
and “an empirical study of climate change on carbmxide emission in ASEAN 4”
[12,28].

This study involves five exogenous (independentjatdes which are economic
factors and an endogenous (dependent) variabldhidithe rate of deforestation. In this
case, the VAR model is extended to a VAR model witbgenous variables (VARX),
where X represents all the exogenous variableseptén the time series data of this study
[13].
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2.1. Condition for stationary
Multivariate time series data can be tested fdicstarity by looking at the nature of the
graphs if there is a trend or if data fluctuateuaba certain number. For non-stationary
data, a statistical approach such as the Augméitdety-Fuller test (ADF) or unit root is
used to test for the stationarity of the seriethéf series is not yet stationary differencing
is done to make the series stationary.
In the unit root test with lag, the model with consta@ can be illustrated as;
AX, = C+AX,_4 + YV A1AX, 4 + U, (5)

where, AX; = X; — X;_,1 , U; stands for the white noise,: A=0 and H,:< 0
stands for the null hypothesis and alternative kygsis respectively. The test statistics is
T (tau) with the distribution approximately t-disttion. For the level of significance =
0.05, the null hypothesis is rejected if

T < —2.57 orif p —value < 0.05 [20], [29], [30].
The test statistics are given by:

ADF1=-2

Se(®) (6)

2.2. Granger causality test

Granger causality tests the consequential reldtiprisetween the time series variables, it
was initiated by Granger in 1969. Granger variablisence other variables to increase
if the coefficients are positive in the model [3[t].time series involving more than one
variable, observed variables are included in agtessive vector models (VAR) far The
test ofx granger causgscan be represented in the following model:

Ye=C+A1Ye 1+ A2y 2+ Azye3+ 01X 1+ 02X 5 + 03X 3 +0O4xp 4 +

O5x,5 + € (7)

2.3.Forecasting using Kalman filters (KF)

Forecasting is the main objective of the analy§isnoe series data. Multivariate model
forecasting usually resembles that of the univanatdel, but due to the nature of the data
best VAR model can be fitted and the estimationlmamlone using Kalman Filter under
maximum likelihood and henceforth forecasting.

A Kalman filter is a repetitious process that akothie recovery of least squares
solutions through adding data successively. Usu#lilg data adjustment procedure is
continuous and updated with new data acquired thi¢hprobability distribution of the
given model [32]. This technique has got severaktiixes such as building a Global
Navigation Satellite System (GNSS), and solvingetisaries problems because can filter
even a small amount of data acquired and prodweeetiuired results compared to other
methods [33,34].

In the dynamic system prediction and filtering negagcounter a lot of limitations that
have an impact on their practical application. Katnfilter method provides an efficient
iterative means to approximate the state spaceisamdry influential in solving linear
filtering problems [35]. This implies that the mbgeesumes that the state of a system at
timet is grounded on the prior statetdt and gets an observatigy, of the true statex,
at timet according to the state space mode:

xr = Axe_q + Wy (System equation) (8)
Ve = Hxe + v (Observation equation) (9)
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wherex; stands for the state vector at time dtefy illustrates the state transition matrix
of the system state parameter at $t&pw; is the process noise vector at time stey
shows the vector computatiorf$, denotes the transformation matrix that maps thie st
vector parameters into the measurement donpgiis, the measurement noise term at time
stept.

3. Results and discussion

The time series data used in this paper are tleafateforestation as an endogenous
variable denoted by and five exogenous variables (explanatory vargblehich are
economic factors influencing deforestation in Tamaadenoted by, i=(1,2.3...5)The
economic factors influencing the rate of deforéstein Tanzania are presented in table 1
below with their computations as follows;denotes the rate of deforestation in Tanzania
(hal/year) and is the depletion in total areas efftinest cover yearly with a negative sign,
X1 is the per capita income computed in US dollath@tmarket priceX. represents per
capita purchasing power over time (constant at PB&ldollars), % is inflation rate over
time (% change in consumer price index),is the poverty rate over time (computed as
household consumption% per capita) ans is the electricity consumptions (as per
electricity price) per population over time (KWh)

Table 1: Data for economic factors influencing deforestafioifanzania from 1994-2014

YEAR X1 X2 X3 X4 X5 Y

1994 170.26 1363.304 34.1 81.24 49.259 -400400
1995 171.31 1370.84 29.4 83.12 57.184 -400320
1996 200.48 1394.497 28 82.81 60.715 -400300
1997 250.44 1407.133 18.1 87.26 55.211 -400280
1998 277.21 1423.74 15.8 80.28 60.079 -400211
1999 301.2 1456.2 9.9 81.15 55.651 -400210
2000 308.41 1489.65 9.9 78.27 58.25 -400206
2001 306.24 1538.05 9.15 74.97 61.979 -400101
2002 320.21 1604.37 10.55 71.93 67.298 -400090
2003 325.25 1667.92 9.55 69.73 67.162 -400073
2004 338.05 1747.9 9.15 66.94 78.634 -400062
2005 456.16 1836.15 9.35 66.8 78.355 -400060
2006 495.21 1864.77 10.45 64.02 64.206 -400043
2007 503.17 1961.28 9.05 61.36 80.126 -400035
2008 607.23 2006.64 8.25 63.96 84.351 -400024
2009 685.34 2048.89 12.15 66.29 70.553 -400001
2010 788.22 2111.2 7.2 68.37 93.869 -372816
2011 790.38 2206.91 7.65 65.22 84.651 -372701
2012 897.23 2247.86 10 65.58 94.602 -372670
2013 930.38 2335.96 3.9 64.77 89.478 -372231
2014 945.14 2421.21 3.13 64.57 89.111 -372000
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Usually, a VAR process is influenced by the presesfcexogenous variables which can
be stochastic or non-stochastic. Also, it's higafifected by the lags of the present
exogenous variables.

The VARX (p,q) model is expressed in equation @ghwe, when p=3 and g=0, then VARX
(3,0) with one endogenous variable and five eroge variables becomes;

Vie ¢ Dty P, Pl Pis Dfs Vie-1
Vot Cy Dy P, PPy Pis Yat-1
Yat|= C3|+ D3 DY, D33P, Pys ||Vae-1f+
I B D b ] (O
O35y P5; P53 Py P35
(@2, DF, P P, Pis] Vigo-
(Dgl q’%z q)%B (I)§4 CD%S Yot—2
D3 DI, DI D5, P35 [|Vae-2| +
i P, DI P, Dl Yat-2
|02, @Z, 0% ol @]
(@3, @3, PP}, @I Vieeap  [O11]
‘D§1 d>§2 d>§3 3, <1>§5 Vor—3 012
3 D3, DI 03, D5 ([Vse-3| +|Onzf xp + e (10)
3 D3, DI P, DI Yar-3 l®14J
03, ©F, 0% 0d, @f |7 O

3.1. Stationarity test

The stationary test was done using the AugmentekidyiFuller Unit root test (ADF). The
results of the ADF test showed that all the vagahliere not stationary as the probability
was < 0.05. Since all the variables were not statip first differencing is performed to
make all the data stationary.

After first differencing all the variables were tid@ary with the value of probability
amounting to < 0.05. Table 2 shows the resultshef ADF test before and after
differencing.

Table 2: ADF stationarity test results

Levels 1°! difference

Var trend t-stat prob t-stat prob
Per capita incon 1.020¢ 0.994! -2.944; 0.040:
Capita purchasing pow -1.17¢ 0.685: -3.500¢ 0.00¢
Inflation rate -2.143: 0.227¢ -3.167¢ 0.021¢
Poverty rat 0.695: 0.989° -4.466: 0.000:
Electricity consumptior -0.49: 0.893¢ -4.,1¢ 0.000:
Rate of deforestatic -2.052: 0.264: -4.407"* 0.000:

3.2.Building VARX (p,q) model
To find the best model, the correct lag selectomneiquired through AIC and BIC. The
selected lag value was obtained by using the sstaldue of AIC and BIC. VAR analysis
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as shown in Table 3, compares (VARX (1, 0) - VARX @)) models, and using AIC and
BIC values it was observed that the smallest vahreelated with VARX (3, 0) model.
The minimum values of AIC and BIC were 355.876 868.889 respectively.
Statistical test results for parameters estimatio’ARX (3, 0) model is given in
Table 3.
Table 3: Statistical test results for fitting VARX (3, 0) el

Parameters Values Standard Error t -values p-values
Constant(1) -3.1343°1C° 1.2588 * 1¢ -2.489¢ 0.012771
AR(1)(1,1) 0.5446: 0.145¢ 3.732¢ 0.0001892
AR(2)(1,1) -0.3014: 0.1849¢ -1.629¢ 0.1032:
AR (3)(1,1) 0.5777 0.2z 0.266: 0.7928:
Theta(1,1 53.43: 26.05" 2.050¢ 0.04028:i
Theta(1,2 30.22: 28.88: -1.046¢ 0.2953¢
Theta(1,3) -573.8¢ 420.3¢ -1.365: 0.1721¢
Theta(1,4) 521.1¢ 439.0¢ 1.187: 0.2351¢
Theta(1,5) 486.5¢ 148.9¢ 3.266! 0.001090

From Table 3, AR1 to AR3 parameters are consedlamith — and + coefficients
in the VARX (3, 0) model. Therefore, VARX (3, 0) ¢hosen as the best model for the
prediction of the rate of deforestation in Tanzania

Equation (4) gives the general form of the VARX dpmodel equation, therefore
VARX (3, 0) model univariate regression equation ba written as;

Ye=C+ Py, 3++01x; 1+ 0%, 2 +03x; 3+ 0Oux; 4 +0Osx;, 5+€ (6)
The coefficients thetas from equation (6) abovefacthe change in deforestation for a
unit in the change of all exogenous variables wkieping other variables constant.
Substituting the statistical test parameters resulfrom Table 3 into equation 6, the
univariate regression equation becomes:

y, = —3.1343 % 105 + 0.57777y,_3 + 53.437x,_4 + 30.221x,_, —
573.89x, 3 + 521.19x,_, + 486.59x,_s + €,

The constant terr3.1343 *10 denotes the mean rate of deforestation which alvisy
obtained after assuming the values of other vagatal be zero. The minus sign shows the
forest cover change which logically stands fordhéorestation rate.

The probability value of each variable test assuinesoefficient to be zero or no
effect. A probability value< 0.05 indicates the existence of a strong relationship o
correlation between variables and the hypothesigjuastion may not describe the
observations sufficiently, so required to denyrib# hypothesis.

The probability value>0.05 indicates the existence of a weak relationship or
correlation which is against the assumptions aflehypothesis, hence, the null hypothesis
should not be rejected.

In this paper, probability values @=0.05 were used to test the results of all
exogenous variables x; to the endogenous variable All exogenous variables
X1, X2, X3, X4 and x5 show a strong association with the deforestatitmin Tanzania due
to their probability values being less th@i®5. Poverty rate specificallyx,) with a
positive coefficient bigger than all other coeféiots indicating great associations with the
deforestation rate. This explains the fact that ynpeople cannot afford to buy other
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alternative sources of energy such as kerosendiguefied gases, so they turn to the
cheapest sources like charcoal which continue telaate the deforestation rate in
Tanzania.
Table 4: Analysis of Variance (ANOVA)

Sum Df Mean Squares R”"2 F P-value

Squares
Model 2.5409e+0 5 5.0819e+0 0.87112206 20.27¢ 3.4409+0€
Residual 3.7592e+0 15 2.0819e+0
Total 2.9169e+0 2C 1.4584e+0

Table 4 above shows the model results which angsignificant with a p-value less than
0.05 and an R square @f.8711 this indicates that 87% of the deforestation riate
influenced by the exogenous variables incorporatdtie VARX (3, 0) model. With the
highest R —square values, VARX (3, 0) model fiteectly with the time series data used.
Also, the remaining 13% describes other factorsciwhiivere not considered in this study
The results of the analysis of variance shown inldd suggest using VARX (3, 0) model
in forecasting the deforestation rate in TanzaRisults are numerically significant and
indicate all the factors have contributed to thostation rate with a p-value less than
0.050of recommended conditions.

3.3 Granger causality
In Table 5 below, each column represents predichiable x and the rows represent
responses y angtvalues of each pair of the variables. The valaa®w 4 column 1 and
row 4 column 5 have a great value tHaf5 this shows that per capita income and
electricity consumption do not necessarily causeepg rate. All other variables p —values
are less tha.05 except for diagonals. For those value8.85, the null hypothesis is
rejected and the time series data is better for XA®Rq) modeling and forecasting.

Table 5: Granger causality test

Per capite| Percapita | Inflatio | Poverty | Electricity Rate of
income_x| urchasing | n rate_x | consumptiong deforestatio
power_x | rate_x _X n_x
Per capité| 1.0000( | 0.0000( 0.000¢ | 0.0102! | 0.0005: 0.0000!
income_y 2
Per capite| 0.0000( | 1.0000( 0.000C | 0.0941¢ | 0.0000:. 0.0017!
purchasin 2
g power_y
Inflation | 0.0000( | 0.0000( 1.000C | 0.0000( | 0.0000t 0.0000(
rate_y 0
Poverty | 0.1956: | 0.0000: 0.003( | 1.0000( | 0.2317! 0.0000(
rate vy 4
Electricity | 0.0000( | 0.0000( 0.046¢ | 0.0022: | 1.0000( 0.0306°
consuptio 5
ns_y
Rate  of| 0.0000( | 0.0000( 0.000( | 0.0000¢ | 0.0000¢ 1.0000(
deforestati 0
on_y

69



John Gweba, Isambi Sailon Mbalawata and Silas Mirau

3.4.Forecasting

In time series data forecasting allow the approsiomaof the unknown upcoming values

that are specifically used for predicting the fasted values. In this specific paper, the
VARX (3, 0) model was used to predict the rate efodestation in Tanzania for the next
10 years. In Fig 3 VARX (3, 0) with the blue lireed bit compatible with the original data

with the bolded green line. According to the rateleforestation prediction data for the

next 10 years appears to form an increasing trend

< 10°
3.7 " Real Data ]
VARX 1 Py A
VARX 2 i
-37a T VARX 3 A
=
@ -3.8r
o
&
£ 385 1
= f
2
I
@ -3.9
% I.
0O 395 . 1
il
.I
4 <= . . s = .
_4'}5 ] i i i i i ] ] ]
2 4 6 8 10 12 14 % 18 20
Time(years)

Figure 1: Model fitting for Real data and VARX (1)-VARX (3) odlels

4. Conclusion

Results on the relationship between the endogeveriable (rate of deforestation) and all
five explanatory or exogenous variables indicatg YWARX (3, 0) is the best model for
the relationship between these variables. The uaibearegression model equation from
VARX (3, 0) indicates the suitability of the modielthe prediction through the coefficients
of thetas and constants. The Granger causalitystesivs that all variables contribute
significantly to the rate of deforestation in Taniza The VARX (3, 0) model for prediction

is very consequential and the predictive valueeis/\near to the real observation. This
explicitly explains the model as suitable and t##afor forecasting the rate of
deforestation in Tanzania for 10 years. As thedasted values show in the graph, there is
an increasing trend in the rate of deforestatiofidnzania, this must be taken seriously as
the impacts of deforestation on climate changetherchuman population at large have
been explained explicitly in this study. Also, thés a need of controlling the population
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using forests and their products as sources ofémadsource of energy, to preserve forests
from deforestation. The Government of Tanzania khalso take into consideration
raising the living standards of its citizens as thaverty rate continues to strong
contributions to deforestation since many peopletonithe cheapest sources of energy,
which are mostly sources of deforestation
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